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Abstract
Designing vibrotactile experiences collaboratively requires com-
municating using multiple senses. This is challenging in remote
scenarios as designers need to effectively express and communicate
their intention while iteratively building and refining experiences,
ideally in real-time. We formulate design considerations for collab-
orative haptic design tools, and propose CollabJam, a collaborative
prototyping suite enabling remote synchronous design of vibrotac-
tile experiences for on-body applications. We first outline Collab-
Jam’s features and present a technical evaluation. Second, we use
CollabJam to understand communication and design patterns used
during haptic experience design. We performed an in-depth design
evaluation spanning four sessions in which four pairs of partici-
pants designed and reviewed vibrotactile experiences remotely. A
qualitative content analysis revealed how multi-sensory communi-
cation is essential to convey ideas, how stimulating the tactile sense
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can interfere with personal boundaries, and how freely placing
actuators on the skin can provide both benefits and challenges.
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1 Introduction
Vibrotactile actuation lies at the core of communicating through the
sense of touch. By modulating vibrations, a wide range of devices
employ actuators to convey meaningful information and enhance
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Figure 1: CollabJam is a prototyping suite for collaborative vibrotactile experience design. It enables collaborators to design in
co-located A○ C○ and remote scenarios B○ D○ with actuators they can place freely on their bodies. We studied communication
patterns when collaboratively designing vibrotactile experiences in an empirical study. A qualitative analysis revealed in part
that multisensory communication was essential to communicate through gestures F○ and sometimes onomatopoeia E○, that
communication about and reproducing actuator placement was challenging G○, and that tactile actuation could interfere with
personal boundaries and required to be adjusted to one’s sensitivity H○.

multi-sensory experiences, spanning from notifications and direc-
tional cues in smartphones [97] to simulating textures [15, 65, 84],
weight [83], and stiffness [30] in mixed reality.

However, designing vibrotactile experiences remains a challeng-
ing, thoughtful process [41]. Basic modulation of amplitude and
frequency to generate vibrotactile signals is unintuitive [72]. Users
need approaches that build vibrotactile signals from emotional qual-
ities [78] and enable interactive, iterative generation [72]. Addition-
ally, successful expression of desired tactile experiences requires
considering human understanding of tactile sensations [17]. Here,
low-fidelity prototyping tools may provide solutions by enabling to
test design ideas early to assess their potential [6, 46]. Additionally,
haptic experience design (HaXD) is interwoven with other design
processes involving different designers and stakeholders [70].While
haptic design methods are improving, this collaborative, multidis-
ciplinary aspect remains largely unexplored. Testing experiences
with different users is essential to ensure they convey the right
information without disturbing them, however this often requires
building entire systems with the risk of ultimately lacking effi-
cacy [70]. These issues stem from three core challenges that HaXD
needs to address, namely (1) building tools and technologies that
enable collaborative design and sharing of haptic experiences [16],

(2) enabling quick and iterative design cycles to feel experiences
when creating them [17, 72], and (3) supporting design and com-
munication patterns that enable effective collaboration [46].

This work investigates communication and design patterns used
by remote collaborators when designing vibrotactile feedback syn-
chronously. As literature is currently missing tools to support these
design scenarios (i.e., synchronous, remote design), we formulated
design considerations that led to the creation of a novel prototyping
suite called CollabJam. This suite extends the state-of-the-art on
prototyping on-body vibrotactile experiences [50, 95] with direct
and shared controls of actuators to create vibration patterns with
co-located or remote collaborators. It consists of a software design
tool (Figure 1, A○ to D○) connected to a global server and a hard-
ware device controlling four independent actuators that one can
place on their body. Users can connect to virtual rooms to share
a remote-tactile space, feel vibrations synchronously, and mute
others if needed. They can create vibrotactile patterns by pressing
buttons on a keyboard or game-pad, record sequences for playback,
and edit these patterns using visual representations or by over-
dubbing new tactile inputs. Additionally, users can document their
patterns and provide feedback on their experiences.
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To uncover communication and design patterns, we studied 4
pairs of (haptic) designers working with CollabJam during 4 one-
hour design sessions. Participants collaborated remotely to design
and review vibrotactile experiences based on video prompts of
video game sequences. We targeted this theme because designers
were free to use any element of the sequences as inspirations for
emotions, physical sensations, or any kind of metaphors. We intro-
duced the system in the first session, then let them design alone and
in pairs in the second and the third, and they reviewed and remixed
vibrotactile experiences in the last session. We ran an inductive
qualitative content analysis [10] from the video of the sessions and
their transcripts and found a total of 7 themes (4 to 10 sub-themes
each) that highlight challenges in many aspects of the collaborative
haptic experience such as multisensory means to communicate
intention, conflicts between senses when communicating, and cog-
nitive efforts to communicate and reproduce actuator placements
on the body (Figure 1, E○ to H○). We summarize our findings by re-
flecting on what aspects of the collaboration CollabJam supported,
and what it failed at supporting, and list significant insights and de-
sign guidelines to avoid caveats when designing systems dedicated
to collaborative design of vibrotactile experiences.

In summary, we make the following contributions:
• We propose design considerations drawn from related
work and our experience of designing software dedicated to
collaborative haptic experience design.

• We present the CollabJam open-source prototyping suite
that enables remote, synchronous collaborative design of
vibrotactile experiences.

• We present results of an inductive qualitative content
analysis from an empirical study on the communication
and design processes of 4 pairs of (haptic) designers.

• We formulate insights on this collaborative design pro-
cess and design implications for on-body, collaborative
vibrotactile design tools.

2 Related Work
In this section, we present the concepts of co-design and prototyp-
ing, and describe how CollabJam supports both. We then review
work on haptic experience design with a focus on vibrotactile expe-
riences, and discuss systems and solutions proposed in the literature
to support this process, especially when collaborating with others.

2.1 Co-Design and Prototyping: A Collaborative,
Iterative Process

Co-design is a form of participatory design including both designers
and end-users in an iterative design process to build a product [12,
45, 69, 74, 82]. It is defined by Kleinsmann and Valkenburg as “the
process in which actors from different disciplines share their knowledge
about both the design process and the design content” [42]. Co-design
is strongly beneficial for HaXD as it enables sketching, prototyping
and feeling experiences with multiple stakeholders to assess their
efficacy [70].

Sketching and prototyping are essential stages of co-design.
Sketching focuses on idea exploration and does not require an inter-
active system, while prototyping requires some kind of interaction
regardless of the prototype fidelity [12, 53]. The line between these

stages is rather well-defined when designing graphical interfaces
(i.e., static drawing vs. creating paper or video prototypes) [45],
but it is less the case with haptic experience design that requires
actuation to test ideas [46].

The fidelity of a prototype can go from low to high [45]; low-
fidelity prototypes are easy to create but lack precision, while high-
fidelity prototypes are closer to final products. Regarding haptic
experiences, Muender et al. [54] proposed a framework to define
levels of haptic fidelity when aiming to produce realistic experi-
ences. This framework highlights how abstract or realistic (fidelity)
and how specific or generic (versatility) an experience can be.

Various tools have been proposed to quickly prototype haptic ex-
periences. Some focus on vibrotactile actuation with one to several
actuators fixed on objects or directly on the skin [39, 52, 58, 95],
while others focus on kinesthetic feedback provided by grounded-
devices [59] or wearables [51]. While many require users to control
actuators through a graphical user interface [50, 58, 73, 84], others
adopt a more direct approach by capturing experiences through
audio signals [39, 52] or providing hardware components as control
devices [72, 95].

We employed a user-centered design approach [1, 48, 55] to
design CollabJam with the goal to create a system enabling co-
design of vibrotactile experiences between both novice and expert
hapticians. The system supports both sketching different ideas and
designing more complete low-fidelity prototypes of rather abstract
experiences, as its output capacities limit the creation of more
realistic ones.

2.2 Designing Vibrotactile Patterns
Vibrotactile patterns can convey rich, meaningful information
through the sense of touch, acting as a communication channel
between users and devices [11]. They can produce expressive haptic
experiences which can help in communicating feelings, emotions,
and information [70], but vary depending on the rendering meth-
ods [31, 68]. To create such patterns, haptic designers (named hapti-
cians [70]) require intuitive tools that enable parameterizing experi-
ences while iterating on various versions of them [70, 75, 77, 78, 88].
Designing such patterns remains a complex task, depending on the
need for balancing realism, expressiveness, and the synchroniza-
tion of tactile feedback with other sensory inputs, such as visual
and auditory cues [41]. This challenge is made more complex by
the subjective nature of haptic experiences, which can vary widely
between individuals.

Most tools for vibrotactile pattern design are built on desktop
interfaces [86], enabling designers to control parameters via sliders,
response curves, and other casual widgets [18, 50, 67, 84]. They may
borrow metaphors from Digital Audio Workstations (DAWs), allow-
ing designers to associate vibrations with sound and other media
in a structured way [27, 28, 38, 66]. Furthermore, vibrotactile ren-
dering has relied on demonstration-based authoring methods due
to their simplicity and intuitiveness [33]. Although this approach
is less common in vibrotactile authoring tools compared to pattern
composition or waveform editing, it suits the nature of sketching
iterative vibrotactile experiences by integrating fast feedback from
the user designing and experiencing the feedback [46, 72]. With
respect to rendering vibrotactile feedback, tools like Syntacts [60]
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and Haptic Servos [67] support rapid prototyping by reducing the
time required to play experiences on hardware devices, whereas
others, like the Hedonic Haptics player [87], enable users to experi-
ence a variety of vibrotactile compositions through an embodied
wearable. Another group of systems focus on hands-on approaches
enabling direct manipulation of experience parameters through
instrument-like input devices [72], dedicated tangible interfaces for
on-body experiences [95], or by vocalizing them when performing
actions associated to these experiences [17].

CollabJam is grounded in this family of design software; it en-
ables controlling 4 actuators independently through a graphical
user interface, and quickly recording vibrotactile patterns that can
be overdubbed to produce multiple versions of an experience. Fur-
thermore, CollabJam provides a desktop application that shares
individual inputs to collaborators over a centralized server, and out-
puts them using tactile displays connected via Bluetooth. Building
on related work in haptics instruments [72], CollabJam leverages
demonstration-based and direct manipulation authoring methods
to design vibrotactile experiences.

2.3 Collaborative and Remote Haptic
Experience Design

Remote haptic feedback systems have been explored extensively
in teleoperation contexts [76] such as medical operations [63]. The
synchronization of tactile feedback is critical in these contexts to
support physical actions of remote users. Multi-user environments
particularly pose challenges concerning synchronicity that might
be mitigated with dedicated protocols [3, 4]. To support effective
collaboration in these scenarios, tools must integrate multi-modal
communication channels that combine tactile feedback with audio,
video, or visual representations [20, 32, 89, 93]. Regarding hap-
tic experience design, these channels allow users with different
sensitivities and haptic acuity to test, refine, and improve tactile
experiences together [9].

Designing and discussing tactile experiences is inherently chal-
lenging due to the difficulty of expressing touch sensations without
a well-defined vocabulary [56, 62]. Enabling direct, synchronous
feedback between collaborators when sketching and recording ideas
might provide them with means to communicate design intentions
beyond words. In that regard, TactJam [95] enables collaborators
to share on-body vibrotactile experiences using a maximum of 8
actuators. Designers can easily share their designs by saving them
online and loading them on their end, but not experience them
simultaneously. CoTacs [50] goes a step further by enabling simul-
taneous playback for all collaborators of parameterized experiences
using two vibration motors and a shape-memory alloy fixed to a
patch.

CollabJam builds from these two approaches [50, 95] and ex-
tends them in three primary ways: (1) each collaborator in a virtual
room can control actuators on all ends at the same time by pressing
keyboard or controller buttons to experiment hands-on with ideas,
(2) collaborators can fine-tune vibration patterns after recording
them to better match their expectations, and (3) collaborators can
isolate themselves in virtual rooms or mute others to avoid being
overwhelmed by vibrations. These features enable synchronous

multi-sensory communication and hands-on design between col-
laborators, as opposed to setting parameters of an experience using
time profiles and playing it back. The primary benefit we envi-
sion from this approach is to better support sketching ideas, as
demonstrated in the empirical study (section 6).

3 Design Considerations to Support
Collaborative On-Body Vibrotactile
Experience Design

In this section, we discuss challenges we faced when iteratively
building design tools for on-body vibrotactile experiences with one
or multiple collaborators. We highlight what makes such a design
process particularly challenging and emphasize important aspects
that interactive systems should support or at least alleviate. We
reflected on these challenges through the lens of related work and
our experience, and identified a list of design considerations that
informed the design of CollabJam.

3.1 Communicating Intention through
Multi-Sensory Communication

Conveying design ideas demands a clear vocabulary, and simple
words might not suffice in all situations [56]. For instance, when
trying to communicate a vibration sequence (e.g., a circular pattern
[58]) on the body to indicate spatial movements, it may be easier
to gesture it to a collaborator than use words (Figure 1, E○ and F○).
Similarly, if a system enables to place the actuator(s) freely on one’s
body (e.g., independent actuators [95] or a patch [50]), it is likely
necessary to reproduce the same placement between collaborators
to feel similar experiences and reflect on them. Depending on the
actuators’ characteristics, using words might be limited to provide
instructions on this placement compared to showing (either directly
with a camera or using a virtual representation) to a collaborator
how they are placed (Figure 1 G○). Using external resources such as
images or videos when designing may also support collaborators
by providing them with concepts (e.g., objects, characters) they can
use as references to describe feelings or sensations, thus mediate
their conversations. Using the sense of touch, they can directly con-
trol actuators on their skin to create tactile sensations and convey
information through them (e.g., abstract messages [13]) which they
can supplement with explanations if necessary.

Overall, vocal communication can be strongly limited to convey
a design intention or instructions, and other senses may replace it
or be used in combination to convey information. We thus consider
the following design consideration:
DC1 How can the design tool support conveying intentions through

any sense?

3.2 Proxemics: Giving Physical Space to
Individuals in Virtual Environments

Proxemics describe the physical, intangible spaces perceived with
all senses by people in face-to-face human-to-human interactions
to determine a comfortable distance to others [29]. Four zones
were originally defined by Hall [29]: the intimate, the personal,
the social, and the public zones. Haptics and the tactile sense in
particular often requires physical closeness and may breach the
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intimate space [5]. When collaborating with someone else over
a distance or fully remotely, tactile interactions through a haptic
setup can conflict with the overall idea of proxemics zones, as this
creates a close channel between two designers that may be in two
distinct places. To respect privacy and limit the risks of interfering
or breaking intimate boundaries, a system should enable modes
to control receiving and sending signals to the tactile channel,
similar to muting oneself on a video conferencing tool. Interactive
means can be used to simulate proxemics spaces in virtual, remote
collaboration, such as using spatial metaphors to mute users in
specific “floors” [35], or signaling a raised hand as an emoji to show
a person wants to speak in a crowded video conference session. Hu
et al. [34] propose to request access to virtual rooms with levels
of urgency and start personal conversations with collaborators
that are nested within group conversation (including transitions
from and back to the group conversation). Similar means could be
implemented for the communication through the tactile channel,
which led to the following consideration:

DC2 What safeguards does the system need to implement to avoid
interfering with or breaking proxemics barriers with the tactile
sense?

3.3 Actuators placement: Individual
Sensitivities and Control Mappings

Depending on the kind of haptic experiences targeted with a sys-
tem, actuators used can be dedicated to a body part and consider
a single layout of actuators (e.g., a glove), or, on the contrary, ac-
tuators can be independent from each other (e.g., [95]) and placed
at any location on the body. This independence can be a strength
if the goal is to try out as many actuator placements as possible
for a single experience, for instance, but may require to control
them all independently too, and ways to easily identify them once
fixed to the skin. Several methods can be used to place actuators on
the body, ranging from simple tape to elastic bands, garments or
dedicated mounts sewn or printed. These methods can be comfort-
able but limit the body areas actuators can be placed on (e.g., an
arm band cannot be used on the torso). Overall, high malleability
in the placement and control of actuators can come at the cost of
higher mental load for designers. We recommend considering the
following points when building design tools:

DC3 How easily can actuators be (re)placed on the body?
DC4 How independently can actuators be controlled and how much

cognitive efforts does that require?

3.4 Input Means: Devices, Degrees of Freedom,
and Latency

Wearing actuators might impede physical movements that could
limit their control by designers (e.g., wearing actuators on the fin-
gertips). While collaborators could share controls, e.g., one feels
while the other actuates, it may impose limitations that can hinder
the design process. Devices used to control and record vibration
patterns should ideally adapt to actuators’ placements and limit
their impact. Collaborators may still need to synchronize their ac-
tions to split the workload when designing (e.g., each collaborator
records a part of the experience in real-time), or to control actuators

synchronously with other senses. High system latency (> 200ms),
which considers hardware, software, and network latency, may then
strongly impact the design and communication process as well as
its UX [70]. Latency between initiating an action and receiving a
system response affects user experience due to performance degra-
dation [49]. Furthermore, collaborative tasks suffer from decreased
efficiency due to network latency [36]. Huang et al. [36] found
that when users collaborate remotely in tasks involving a rigid
body movement controlled by the same haptic device, their subjec-
tive assessment of operability changes with increasing latency. To
summarize, we formulate the following design considerations:
DC5 Can the placement of actuators impede their control and how?
DC6 What impacts can have the system latency on the collaboration

process?

4 CollabJam: A Low-Fidelity Prototyping Suite
In this section, we describe the hardware and software compo-
nents of CollabJam. First, we conceptually highlight features we
implemented to answer design considerations (section 3), and then
describe technical details of the system. All necessary materials,
including schematics, fabrication files, and software code can be
found in the project’s online repository1, and a tutorial of the sys-
tem is provided in the supplementary materials2.

4.1 Communicating and Sharing Information
through Virtual Rooms

CollabJam supports co-located scenarios, where designers share
the same computer or use their own computer, as well as remote
scenarios. We use the metaphor of virtual rooms where users design
vibrotactile experiences, following analogies from video conferenc-
ing tools that offer so called breakout rooms. In CollabJam, these
rooms are work spaces which share a list of vibrotactile experiences
as shown in Figure 4. They are configured in a global server that all
client applications connect to when launching them. Rooms provide
shared control to record, playback, and edit vibrotactile patterns
as well as shared control for real-time actuation of connected tac-
tile displays, which we refer to as jamming. Here, all events are
broadcast to all users who joined the same room in real-time (cf. Fig-
ure 1 D○). Similar to music jam sessions, haptic designers can jam
without the necessity to record vibrotactile patterns to experience
specific actuation. This enables synchronous tactile communication
that likely supports multi-sensory communication overall (DC1).

When multiple designers jam together, the tactile channel can
quickly be saturated. As a safeguard for that, we implemented a
muting mechanism (DC2). Designers can select individual collabo-
rators from the list of users present in the room (Figure 4, bottom
left in the GUI) and mute single or all collaborators at once.

There may be phases in the design process, where designers
want to individually develop and record ideas. They can jump in
another empty room to try out design ideas without receiving or
sending tactile messages to collaborators. When they finished the
solo design phase, there are two ways users can collaboratively
proceed; they invite collaborators to join the room they are in or
transfer (i.e., moving) vibrotactile experiences to other rooms with
1GitHub repository: https://github.com/TactileVision/CollabJam
2OSF repository [94]: https://osf.io/bqw4t

https://github.com/TactileVision/CollabJam
https://osf.io/bqw4t
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Figure 2: CollabJam consists of a software application, a tactile display, and a keyboard or gamepad to control the actuation A○.
The tactile display consists of a custom PCB, four LRAs, and means to attach actuators on the skin (kinesio tape, modular
harness) B○. Both, the kinesio tape ( C○ to E○) as well as the harness ( F○ to K○) can be used to freely create on-body actuator
arrangements.

collaborators. If designers want to keep a copy of a pattern in their
private room, they need to clone the pattern before moving it to
another room. Since we planned to evaluate our system only with
pairs of designers, we did not implement more mechanisms to con-
trol what information is carried over different virtual rooms. Such
mechanisms could be more relevant for larger groups of collabora-
tors (cf. [34]).

In addition to the vibrotactile experience itself, designers can
add textual information including intention, notes, actuator place-
ments, and tags, to document vibrotactile experiences overall (DC1).
However, we did not implement means to annotate or tag specific
vibrotactile blocks to provide contextual information. Instead, we
prioritized facilitating direct communication during the design pro-
cess and chose to keep the feature set streamlined to maintain
simplicity.

4.2 Jamming, Recording, and Overdubbing
Vibrotactile Experiences

With CollabJam, we mainly address the early stages of the design
process, namely sketching and prototyping [45, 46]. The system
focuses on features that allow both rapid sketching of ideas and

refining experiences to create more complete prototypes through
fine-tuning actions.

Designers can control individually timing and intensity of vibra-
tions, but not their frequencies, using keyboard or gamepad input
(DC4, DC5), and place actuators independently on the skin (DC3).
Pressing keys on the controllers actuates single or groups of actu-
ators at a given intensity, which becomes handy when actuation
needs to be synchronized. We leverage the pressure sensitivity of
gamepads’ triggers to enable modulating intensity of actuators or
targeting each of them separately to create spatial animations.

Typical Workflow with CollabJam. First, designers can jam to
sketch ideas. As soon as all collaborators have their tactile displays
connected to the client application and have joined the same virtual
room, they can start jamming. In this mode, all user inputs (such as
button presses) are broadcasted in real-time to all clients that are
present in the same virtual room.

During jamming, designers can split their efforts (DC4); for
instance, one designer could play a basic rhythm while another
adds vibration patterns on top of it. To identify who is actuating
what at a given time, the dot on the left of an actuator’s line is
colored with the distinct color assigned to the user actuating it,
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input user A input user B actuation old actuation

1 collaborative
recording

4 scale actuation
durations

2 overdubbing

5 scale actuation
intensities

3 move actuation
blocks

6 play back
pattern

Figure 3: This is an example of a workflow where two de-
signers collaboratively record a vibrotactile pattern using
shared control. During recording, each designer’s contribu-
tion (i.e., actuation blocks) is visually represented in the
timeline using their assigned user-color 1○. After finishing
the recording, all blocks are colored in dark gray to mini-
mize visual clutter. One designer then enhances the pattern
by overdubbing, adding more complexity 2○. Afterwards,
they refine the pattern by adjusting the onset time of actua-
tions by moving blocks 3○, scaling the duration of individ-
ual blocks 4○, and tweaking the intensity levels of specific
blocks 5○. Finally, they play back the pattern and experience
it synchronously 6○.

as there are no actuation blocks recorded and visualized during
jamming (Figure 4, on the left of the actuation timeline).

Once they feel comfortable, they can record the vibrotactile pat-
tern and edit it afterward, which is depicted in Figure 3. During
recording, designers can distinguish their contributions by colored
actuation blocks in the timeline (Figure 3, top left). If the planned
experience is more complex than what designers can record in one
go, they can overdub new patterns, which consists in playing back
recorded vibrotactile patterns while designers can record new pat-
terns on top of them. This may overall lower the cognitive efforts
and require less motor skills by focusing on specific aspects of the
experience at each step (DC4). Overdubbing can also be planned in
advance by simply playing back the current pattern and jamming
over the playback. If the timing or intensity of certain actuation
in the recorded pattern does not match the designers’ expectation,
they can adjust this with mouse interactions by drag-and-dropping
corresponding blocks in the timeline, scaling blocks to the desired
duration horizontally, or fine-tuning their intensity by scaling them
vertically. Individual blocks can be deleted by selecting them and
pressing the delete key, but not duplicated.

To enable quick comparison of multiple vibrotactile experiences,
we implemented cloning them, which duplicates all information
(including all metadata). Designers can then apply adjustments to
vibration blocks and compare versions. All vibrotactile patterns
with the same name are grouped in a collapsible list, which helps
keeping them organized (Figure 4).

4.3 Software Implementation Details
We implemented CollabJam using a server-client architecture (Fig-
ure 1 C○ and D○). The client software is a cross-platform3 desktop
application. It handles all inputs through a keyboard or gamepad,
and outputs vibration through the tactile display. The central server
handles the real-time interaction of clients that are connected to the
same virtual room and manages data such as users, virtual rooms,
and vibrotactile experiences in a MongoDB [37] database.

4.3.1 Client Application. The client application is built using Elec-
tron [24], which provides an architecture comprising a renderer
process and a main process. These processes communicate through
Electron’s Inter-Process Communication (IPC) mechanism [25],
enabling interaction between the user interface and underlying
system processes such as Bluetooth. We developed the renderer
process using the Vue [98] framework in combination with the
Vuetify [90] component framework to create the user interface.
The tactile feedback visualization (i.e., actuation timeline, see Fig-
ure 4) was implemented using PixiJS [61].

Input Handling. The system currently supports keyboards (de-
fault device, see Figure 1 B○) and gamepads, using respectively the
Web KeyboardEvent [23] and Web Gamepad [22] APIs. Gamepads
particularly allow more degree of control than a keyboard through
pressure sensitivity. We leverage it by enabling intensity sweeps.
Connected gamepads4 are detected automatically and get a default
key mapping assigned (refer to Appendix A for more details). We
defined three different mappings for gamepads defined in JSON files

3We successfully tested the application on macOS (v14 and v15), Windows (v10 and
v11), and Linux (Ubuntu 24 LTS).
4We successfully tested the system with different gamepads such as PS3/4/5, Xbox-
One/360, and Steam. Other controllers can be added easily as long as they are compat-
ible with the Gamepad API [22].
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Figure 4: CollabJam’s graphical user interface. Here, the actuation timeline visualizes vibrotactile patterns in blocks on timelines
for different actuators. Users can join virtual rooms and record, play and overdub experiences. Connected users are visualized
and can be muted, while different input device configurations can be selected.

that can be edited for customization. To ensure efficient handling
of user input, a debouncing system aggregates vibration-related
commands at 20ms intervals before being sent to the main process
for further processing, and we limited the trigger input to 24 dis-
crete levels to reduce the data-transfer load between the client and
the server.

Communication between Components. Themain process, running
in Node.js [26], handles all communication with external systems,
including the central server and tactile display. To manage server
interactions, we used the Socket.IO [80] library. For direct commu-
nication with tactile displays, the main process integrates Bluetooth
Low Energy (BLE) technology (refer to subsection B.2 for details on
the transferred data). Through this integration, the system can scan
for and connect to compatible BLE devices, manage these connec-
tions, and write amplitude characteristics to the devices based on
instructions received from the input system or the server in case of
actuations triggered by a collaborator. All user actions originating
from the renderer process are sent to the server, ensuring that all
clients remain synchronized.

4.3.2 Server. We implemented the server as a Node.js [26] appli-
cation that enables: 1) real-time broadcasting of vibrotactile pat-
terns (i.e., input events from clients and playback), 2) managing
patterns in a database, and 3) managing users as well as virtual
rooms. For real-time collaboration, the server receives input signals
(e.g., gamepad triggers) from individual clients that joined the same
room and broadcasts these signals to the others. When one of the
clients starts recording, the server samples input signals from all
clients, compiles them into a list of instructions, and stores them as
JSON file in a MongoDB [37] database. An example of such a file
can be found in subsection B.1 of the appendix. When a user starts
the playback of a pattern, the server manages the playback timer

and broadcasts actuation signals to all clients in the same room,
ensuring a synchronized experience.

4.4 Rendering vibrations
The tactile display consists of a custom PCB featuring an ESP32
microcontroller (M5Stamp ESP32S3 Module [44]), that interfaces
with motor controllers (Renesas DA7282 [64]). The PCB supports
four actuators of different types, including Eccentric Rotating Mass
(ERM) motors, Linear Resonant Actuators (LRAs), and Voice Coil
Actuators (VCAs).

We chose the Vybronics VLV101040A [91] LRAs in this work
due to their low rise time (≤ 10ms), compact form factor (10 ×
10 × 4mm), and sufficient amplitude (2.75 Grms) at their resonance
frequency (170Hz). While these LRAs offer a controllable frequency,
we preferred to maximize their amplitude range, thus fixed the
operating frequency at 170Hz.

Actuators are connected to the PCB using 60 cm long wires, pro-
viding flexibility in placement across different body parts (DC3).
For attachment to the body, Kinesio tape was used, ensuring the
actuators could be easily re-positioned as needed (see Figure 2 C○
to E○). Additionally, we designed a modular harness inspired by
Kollannur et al. [43] (see Figure 2 F○ to K○). This allows to assem-
ble re-usable actuator arrangements with control over distances
between actuators.

The tactile display is self-contained, powered by a LiPo battery
(power supply via USB-C is also possible), and communicates wire-
lessly with the client application via Bluetooth Low Energy (BLE)
5. This allows designers to freely move in the room, which might
be valuable while testing the vibrotactile experiences in interac-
tive applications. The client application is capable of connecting
to multiple devices simultaneously, enabling shared experiences in
co-located scenarios, as well as using multiple devices on the body.
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Figure 5: We evaluated three types of latency: device latency
for a single user A○, local latency for two users working on
the same computer B○, and global latency for co-located and
remotely collaborating users C○, i.e. working on different
computers.

Such a distributed setup could be useful when attaching actuators
to the upper and lower limbs, which would otherwise require long
cables along the body and could interfere with movements.

5 Evaluating the End-to-End Latency of
CollabJam

We designed CollabJam to support synchronous multi-sensory com-
munication. A system with high latency, however, has the potential
to strongly limit such communication, especially in remote scenar-
ios [36, 70]. In this section, we present a technical evaluation of
CollabJam’s latency for co-located and remote scenarios.

5.1 Types of Latency
We evaluated three types of latency, i.e. device latency, local latency,
global latency. The latter can be further divided into co-located and
remote scenarios. Figure 5 illustrates the signal path for each type.

Device Latency. We define device latency as the absolute time
difference between a button press and the onset of vibration at the
tactile display (Figure 5, left). To quantify this, an additional button
was attached to the gamepad for capturing button presses, while
an Inertial Measurement Unit (IMU; MPU6050) was attached to the
actuator to detect the vibration onset.

Local Latency. We define local latency as the relative time differ-
ence between the onset of vibrations at two tactile displays that are
connected to the same computer (Figure 5, middle). To quantify
this, an Inertial Measurement Unit (IMU; MPU6050) was attached
to each actuator on the respective tactile display.

Global Latency. We define global latency as the relative time
difference between the onset of vibrations at two tactile displays
that are connected to different computers which are co-located
or remotely connected (Figure 5, right). We first performed sim-
ulations of remote scenarios using VPN connections to different
countries, but realized measurements included worldwide networks
latency that we do not control within the system and provide little
information on its inherent latency. We thus opted for a setup of
two co-located computers connected via WiFi to the same network
in the reported evaluation. We quantified the latency using the
same evaluation hardware setup as for local latency.

5.2 Procedure
We utilized a microcontroller to collect signals (i.e., button press
and vibration onset) and calculated latency with precision at the
microsecond level (refer to Appendix C for details regarding the
hardware setup). The threshold for vibration onset was defined as
the RMS acceleration taken from reference measurements while
driving the actuator with at resonance frequency (170Hz) at maxi-
mum intensity (supplying 2.5 Vrms). For each type of latency, we
conducted 200 measurements.

5.3 Results
Our analysis revealed an average absolute device latency of 64.81 ±
13.92 milliseconds, a local latency averaged at 9.78 ± 8.08 millisec-
onds, and an average relative global latency of 53.25 ± 56.51 mil-
liseconds (Figure 6).

5.3.1 Contextualization of Results. To understand CollabJam’s la-
tency, we frame the obtained results in terms of latency perception
of tactile impressions for different scenarios. For device latency,
we consider the perception of visual–tactile latency where JNDs
have been established in the order of 35 to 65 milliseconds [40].
CollabJam average device latency of 64.81ms can be found at the
upper bound of this range.

To frame local latency, we considered the perception of tactile
impressions between users. To the best of our knowledge, there
are no clear perceptual latency investigations only considering the
tactile modality in this context. Therefore, for local latency, we
consider the perception of latency between two different tactile
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Figure 6: Results of latency measurements (𝑛 = 200) of de-
vice latency (left,𝑀 = 64.81 ± 13.92𝑚𝑠), local latency between
two tactile displays connected to the same client (middle,
𝑀 = 9.78 ± 8.08𝑚𝑠), and global latency between two co-located
clients (right,𝑀 = 53.25 ± 56.51𝑚𝑠).
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actuations on a single user’s body. In a directed attention task,
Spence et al. [81] noted the perceived JND for tactile actuation on
the left side and the right side of their body was 48ms. CollabJam
average local latency of 9.78ms clearly falls below this threshold.

Lastly, for global latency, we consider latency in the context
of teleconferencing scenarios. Here, when listening to voice and
reacting within a conversation, latency of up to 100ms was found
to be non-observable [21]. CollabJam average global latency falls
below this threshold.

In summary, our empirical results suggest that CollabJam ’s
latency is unlikely to negatively impact the collaborative design
process (DC6).

6 Empirical Study: Designing Vibrotactile
Patterns in Pairs

We conducted an empirical study with two distinct goals in mind:
(1) identify communication and design patterns used by partici-
pants when designing on-body vibrotactile patterns collaboratively,
and (2) study whether CollabJam’s solutions to the design consider-
ations exposed in section 3 would support participants in their task.
To gain insights of longer-term usage of our system and understand
CollabJam’s learning curve, we invited 4 pairs of participants to
use CollabJam over the course of 4 sessions. The sessions lasted an
hour each and consisted in introducing the system (1), designing
alone and in pairs (2-3), and reviewing and improving vibrotactile
experiences from other teams (4). We collected qualitative data in
the form of videos and transcripts, and quantitative data by captur-
ing the Creativity Support Index (CSI) through questionnaires [14]
and capturing actuator placements and vibrotactile patterns of the
experiences designed. This study has received ethical approval from
University of Duisburg-Essen (ID 2406MCDD0242).

6.1 Participants
We recruited 8 participants from our local universities and surround-
ing community with an expertise in the fields of haptics (industry or
academia), human-computer interaction, and product/interaction
design.We recruited participants by pairs to prevent any discomfort
or awkwardness that might arise from working with unfamiliar
partners. Table 1 summarizes their demographics and self-declared
expertise. Participants were aged between 23 and 39 years (M =
27.88, SD = 5.25). Each participant was paid 15 Euro per session (60
Euro in total).

6.2 Task
We used open-ended tasks with little to no constraints to let par-
ticipants decide on how they wanted to proceed with their design
process. We defined 4 types of tasks used in the various sessions:
(1) designing alone, (2) designing in pairs, (3) documenting expe-
riences, (4) reviewing vibrotactile experiences. When designing
alone, participants would connect to private virtual rooms set up
for them, and design quietly or explain their process out loud.When
designing in pairs, they would connect to the same virtual room,
but had the possibility to access their private room to try out ideas
alone. When documenting experiences, they would input textual
metadata and were free to discuss. Lastly, when reviewing others’

experiences, they would use the same setup as when designing
collaboratively.

To inspire their designs, we provided participants a set of video
prompts5 extracted from video games sequences that showed char-
acters or objects interacting with each other or the environment.
We chose this scenario as haptic experiences are becoming more
prevalent in video games and on-body technologies are gaining
in popularity [2, 57]. We felt that participants would more easily
identify with such a use-case. Furthermore, the video sequences
were selected as references to physical sensations (e.g., walking in
snow), emotional messages (e.g., hugging someone), or metaphori-
cal representations (e.g., providing spatial directions). We specified
that vibrotactile experiences did not have to be synchronized with
the videos, as CollabJam focuses on low-fidelity prototyping and
was not designed to integrate synchronization features. When de-
signing in pairs, participants would work on the same experience,
and always used the same video prompt. It is worth noting that
participants were free to use these prompts as guidance for their
designs or disregard them, with no specific constraints imposed.
For instance, they could design for any interaction or event of their
interest and describe this in the metadata (i.e., intention) of the
designed pattern. During the study, however, all participants only
used the provided prompts for designing vibrotactile experiences.

6.3 Procedure
The study lasted about a month in total, with sessions spanning
over a few weeks (see Figure 7).

Session 1. The initial session consisted of a comprehensive on-
boarding process. We first introduced the study, obtaining partici-
pants’ informed consent, and collected demographic information
through a survey. Next, we presented the CollabJam software and
demonstrated its capabilities. Participants were then given 15 min-
utes to individually explore and familiarize themselves with the
software, hardware, and video prompts, using their private virtual
rooms within the CollabJam software. Subsequently, participants
joined the same virtual room and designed in collaboration for 15
minutes. Throughout the session, they were encouraged to consult
the experimenter for technical assistance or to ask questions re-
garding the procedure. The session concluded with a debriefing,
during which participants were invited to provide initial feedback.

Session 2. The first task of this second session was to design alone
for 15 minutes. Afterward, participants teamed up to collaborate
on designing vibrotactile experiences for 25 minutes. They could
design based on new prompts or the ones they already used. We
5We provide a list of video prompts with descriptions and links to the original sources
on YouTube in the supplementary material (OSF repository [94]).

Team 1
Team 2
Team 3
Team 4

June July

S1 S2 S3 S4Session

Figure 7: Distribution of study sessions per team.
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Table 1: Participant demographics.

ID Occupation Experience with
haptics (years)

Level of
expertise

Experience with
vibrotactile design Age Gender

T1P1 Designer and founder of a (haptics) startup 4-6 Expert Yes 31 M
T1P2 UI/UX Designer and researcher 1-3 Intermediate Yes 29 F

T2P1 Product designer, research associate 4-6 Intermediate No 26 F
T2P2 Design researcher 4-6 Intermediate No 39 F

T3P1 Haptics researcher, PhD student 1-3 Intermediate No 24 F
T3P2 Master student (Media informatics) 1-3 Intermediate No 24 F

T4P1 Master student (Design) <1 Beginner No 27 M
T4P2 Master student (Design) <1 Beginner No 23 M

asked them to document their design(s) before the end of the task.
We finished the session with a semi-structured interview and the
completion of the Creativity Support Index (CSI) [14] questionnaire.
Questions used in the interview were (similar to [50]):

• What were the challenges you faced when working with the
tool solely and with each other?

• What things helped you the most to solely work with the tool
and with each other?

• What could have helped you to work more effectively with the
tool solely and with each other?

Session 3. This session followed the same structure as the previ-
ous one, but participants worked exclusively in collaboration for 40
minutes. After documenting their designs, participants were then
asked to select as many vibrotactile patterns as they wished (3 to 5
depending on the team) to be reviewed by another team.

Session 4. In this last session, participants reviewed tactons de-
signed by other teams and rated them based on the same procedure
proposed by Messerschmidt et al. [50]. They evaluated Goodness of
Fit (i.e., how well the haptic experience fits the prompt and written
intent) and Goodness of Feel (i.e., how good the haptic experience
feels independent of how well it fits to the prompt and written
intent) on 5-point scales. We manually created flashcards6 for each
experience (see Figure 8) and a printed form to input their ratings.
Participants first evaluated and rated the experiences individually,
and then shared their opinions to provide team ratings. Follow-
ing the rating process, participants were given the opportunity
to improve the experiences. The review and improvement phase
was limited to 45 minutes. Afterward, we conducted a short semi-
structured interview with similar questions as in session 2 but
regarding the review phase this time, and the completion of the
CSI questionnaire.

6.4 Apparatus
We conducted the study in our lab’s offices for two teams, and the
two other participated remotely from their homes due to personal
circumstances. The participants were always in separate rooms.
Each participant was provided a laptop (with remote participants
using their own computers), a gamepad, a tactile display with four

6We provide all flashcards in the supplementary material (OSF repository [94]).

actuators, a harness (bracelet), and strips of kinesio tape for attach-
ing the actuators to the body (Figure 2, A○ and B○). We provided
executable binaries of the CollabJam client software and a VLC
playlist containing the 21 video prompts. Zoom was used for video
conferencing throughout the interactive parts of the study. Partic-
ipants completed the demographics survey and the CSI question-
naire through a browser interface (LimeSurvey).

6.5 Data Collection
We collected two types of video recordings: screen recordings from
participants’ computers and the video feeds on the video conferenc-
ing tool, including in both cases spoken conversations. To document
the placement of actuators, we took pictures of participants (either
directly or through the video conferencing tool). Demographics
data and responses from the CSI questionnaires were recorded
using LimeSurvey.

6.6 Qualitative Analysis
We transcribed all conversations 4 × 4 (4 teams, 4 sessions) using
Aiko7 (v1.7.4). We verified all automatic transcripts manually and
7Aiko (https://sindresorhus.com/aiko, accessed September 5, 2024) is a free AI-based
transcription tool, which uses OpenAI’s Whisper model and runs locally in order to
protect data privacy.

intention

notes

timeline

actuator
placements

Figure 8: Example of a vibrotactile experience flashcard,
which we provided participants with for the review session.

https://sindresorhus.com/aiko
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edited them when necessary. We performed a qualitative content
analysis [10] on these transcripts and the videos, as some interac-
tions from participants were non-verbal (e.g., gesturing in front of
the camera). We used a top-down approach involving 4 co-authors.
We split the dataset (of videos and their transcripts) in 4 and started
coding inductively using the MaxQDA (v24) software. After a first
iteration, we discussed and compared our individual codebooks
to identify themes and sub-themes in the data. After completing
a comprehensive set of themes including all significant codes, 2
co-authors iterated once more on the dataset to assign them and
verify their coherence and comprehensiveness (deductive coding).

7 Empirical Results: Communication Patterns,
Actuator Placement and Creativity Support
Index

This section presents all themes and sub-themes identified by the
qualitative content analysis, discusses broadly the vibrotactile ex-
periences produced by the 4 teams, and summarizes results of the
CSI questionnaires filled out by participants in sessions 2, 3, and 4.

7.1 Qualitative Content Analysis
We found a total of 7 themes from our qualitative analysis, contain-
ing each from 4 to 10 sub-themes. We summarize all of them in a
table in the supplementary material (OSF repository). We provide
quotes to illustrate each entry and list identifying indices we use in
the paper to refer to them. In the following, we describe each theme
in a subsection and expose each of their sub-theme to provide a
comprehensive view of our findings.

7.1.1 Designing and Reflecting on the Haptic Experience. Partici-
pants faced several challenges when harmonizing their intention to
design in collaboration. They had to specify their goal such as the
intention of the haptic experience; they designed to simulate physi-
cal sensations [RD6.1]8, induce emotions [RD6.2], or convey abstract
messages such as directions to follow [RD6.3]. Sometimes they had to
decide on and specify the experience point-of-view [RD3], because
the video prompt could include multiple characters and give the
choice to incarnate one or the other (“I kind of just tried to imagine
myself as like Mario and hopping” T3P1). Participants often relied
on the prompts to provide the context of their experience [RD4.2] (“I
think having the prompts [...] is quite important because if you’re just
talking about some speculative scenario [...] it’s quite difficult to make
the other person understand what you are trying to achieve.” T2P1)
but also to synchronize vibration patterns with the video [RD4.1] (“I
will delete them because they are not in sync with the video” T3P2)
underlining the importance of visuo-haptic congruence. They also
sometimes performed physical motions [RD5] to contextualize their
experiences beyond the video prompts.

Regarding the participants’ design intentions, they did not always
maximize goodness of feel but rather aimed at inducing negative
emotions or feelings to match a prompt (e.g., create anxiety) [RD2].
Lastly, their expectations of a vibrotactile experience were at times
significantly different from the actual physical experience [RD1] (“the
neck and in the chest where some places which had completely different

8We use identification number of sub-themes from the complete list available in
supplementary material (OSF repository [94]).

experience than I expected” T4P2), pointing out the importance of
low-fidelity prototyping to test ideas.

7.1.2 Placing and Identifying Actuators on the Skin. Once intentions
were identified, the second step was often to place actuators on
the skin to start designing the experience. This stage was time-
consuming and required detailed discussions to share and reproduce
placements [PIA1] (“One was on my right thumb [...]. Two on the
index finger [...]. Three on the ring finger [...]. And then four is at
the base of the little finger” T2P2), as well as specific methods to
validate that the placement was correct [PIA3]. Without support,
participants were sometimes missing such methods and ended up
with discrepancies (“do you have actuator four in the neck? [...] I think
it’s the other way around. So, four on the chest and three in the neck.”
Exp) – we observed only little impact on the design process overall
[PIA4] however (“oh we have different placement but it kind of works
[...] yeah it’s symmetric it’s a machine” T3P1). To match actuators’
placement, participants used body landmarks as references [PIA2]
and identified actuators through discussion [PIA6.2], by looking at
them [PIA6.3], by actuating them [PIA6.4], or by looking at their
positions on a 2D visualization [PIA6.1] in sessions 4 (see Figure 8).

In general, beyond the experience’s intention, the actuators’
placement was influenced by the sensitivity of the body parts [PIA5],
andworn accessories on the skin [PIA7] (“it’s also vibratingmy glasses”
T4P2). We observed participants placing actuators on unconven-
tional body areas [PIA9] for haptic experiences, such as the feet or
the spine, compared to commercially available devices (e.g., haptic
gloves [7, 47, 79] or vests [2, 8, 57]), and they sometimes iterated
on the placement [PIA10] for the same experience. The placements
they adopted were at times unpleasant or even hurtful: attaching
actuators with kinesio tape could be hurtful when removing them
[PIA8.2] (“I also am not really willing to put a new piece of tape,
especially on my legs.” T4P2), and some participants would feel un-
comfortable with some actuators on body parts that were too sensitive
[PIA8.1].

7.1.3 Conveying Intentions and Instructions through Multi-Sensory
Communication. Participants leveraged the visual channel when
discussing actuators’ placements to demonstrate the position of ac-
tuators on the body [MC2.1] by showing them to the camera, by
pointing at their body [MC2.3] to provide context to sentences spo-
ken, or to gesture a specific movement describing a vibrotactile pattern
[MC2.2].

The tactile channel was often dominant and would induce strong,
immediate reactions [MC3.1] (“oh wow, it’s really strong *laughs*”
T3P2) when participants were not expecting stimulation, and easily
become a hindrance when using other senses to communicate [MC3.3]
(“I just want to show... oh, are you playing something?” T3P1). This
led participants to ask explicitly for consent before using this channel
[MC3.2] (“Can I play already or...?” T4P2).

Both the auditory and tactile channels were often used sequen-
tially by participants to substitute vibrations to words to convey their
intention [MC1] (“Ah, so we can do like... *actuates actuators*” T4P1).

7.1.4 Communication Means to Discuss and Reflect on the Experi-
ence. When discussing the haptic experiences, participants used
means such as metaphors [CMDR2] (“The vibration is very subtle
that feels like the character is just a tiny like piece here jumping.” T3P2)
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to convey their ideas, and often referred to vibrations or actuators
with high-level concepts [CMDR3] such as objects or sensations (“I
really like the second cloud it’s very soft but it’s hard to control” T3P1)
to simplify the transmission of information and lower cognitive
efforts. They sometimes preferred using onomatopoeia [CMDR1]
to describe the feeling or the goal of vibrations, and tended to ask
verbally their partner to share their feelings and sensations [CMDR4]
to grasp their perception of the haptic experience.

7.1.5 Designing Vibration Patterns: Recording and Fine-Tuning. Par-
ticipants enjoyed trying out ideas in their own rooms before sharing
them with a collaborator [DVP1] (“we have [...] more time to ex-
plore and maybe we [produce] different ideas than [when] exploring
together” T3P1). They designed vibrations with either a keyboard
or a game controller, and using the latter enabled more degrees-of-
freedom to control parameters of vibrations [DVP7] and led to more
subtle control of their amplitude, but required motor skills [DVP6] to
time vibrations and set the right levels of amplitudes in one go (“it’s
hard, I have to practice to make this small” T3P2). Timing vibrations
when recording [DVP8] was often an issue to match specific design
goals that fine-tuning means [DVP3] could solve to a certain degree
(“Let’s shift it over here” T4P1), as participants were missing more
functionalities to design experiences with finer details [DVP2] (“I
kind of want to slice the haptic signals” T3P1). They sometimes timed
vibrations by pressing buttons simultaneously or by using dedicated
buttons for that (i.e., mapped to a group of actuators) [DVP5]. Lastly,
participants were missing means to adapt the range of vibrations to
their own sensitivity [DVP4] (“So even the lowest vibration was a bit
too much for me” T2P2).

7.1.6 Planning and Coordinating Collaborative Actions. To record
vibration patterns efficiently, participants often harmonized their
intentions before recording [PSC1] (“I think you could [...] add the
pushback from the Kärcher” T4P2 “Yeah, we can do that” T4P1) and
assigned roles to themselves to perform categories of actions (e.g., trig-
ger the recording, play vibration patterns when recording) [PSC4.2]
(“I will click record and then you play” T3P2). Concretely, partici-
pants often asked for the collaborator’s consent [PSC3] to perform
an action with significant impact on the collaborative space (“I just
play once. Is that okay?” T1P2). They sometimes shared initiative
on actions by asking the partner to perform some actions and split
the work load [PSC4.1] (“Do you want to be the person creating this
time?” T3P1, and used similar strategies when recording vibration
patterns by assigning actuators to collaborators [PSC4.3] (“one person
can take charge of the soft movement and [...] I can take care of [the]
jumping” T3P1). They used means to time their actions [PSC2] like
counting down verbally before pressing record or overdub buttons,
which was sometimes unnecessary (recording would start on the
first actuation action), but sometimes a compromise to software
flaws (overdub would start right away).

7.1.7 Context Awareness while Performing Collaborative Actions.
Despite using means to coordinate actions, participants often faced
caveats, either introduced by the software or by the nature of the
collaborative task. Participants did not seem to always grasp the
impact of their actions on the collaborative space [CA3] (“Ah, ah,
what’s happening? That was not my intention. *recording patterns
when overdubbing*” T2P2), and felt the need to report their actions

100 50 0
Percentage

50 100

47%40% 13%

13%27% 60%Goodness
of Fit

Goodness
of Feel

not at all not good neutral good perfectResponses

Figure 9: Team ratings of Goodness of Fit and Goodness of Feel
for all experiences reviewed in session 4.

[CA2] to the collaborator at times to likely prepare them about the
results of these actions (e.g., moving a vibration pattern in time). We
observed several situations in which a participant was not aware of
their partner’s actions or situation [CA1] and could be surprised (“Are
you on it now?” T2P2 “No, wait a second.” T2P1). Isolating oneself
in an empty room proved useful to avoid disturbing a collaborator
[CA4] but sometimes led to a lack of awareness of the collaborator’s
interaction with the system.

7.2 Reviewing Vibrotactile Experiences
7.2.1 Goodness of Fit and Feel. Across all teams, 15 vibrotactile
experiences were reviewed, corresponding to 15 team ratings (Fig-
ure 9). In the majority (n=9, 60%) of 15 Goodness of Fit ratings partic-
ipants indicated a good or perfect fit (Mdn=4, IQR=1.50), whereas
four ratings (27%) indicated that the experience did not fit well or
not at all. For the Goodness of Feel, only two experiences (13%) were
evaluated as feeling good, and six (40%) were evaluated negatively,
with almost half of the patterns (n=7, 47%) being neutral (Mdn=3,
IQR=1.00).

7.2.2 Actuators Placements on the Body. Figure 10 depicts the 37
different actuator placements used by participants in the study.
Teams used between 7 and 12 placements (Mdn=9) across all four
sessions. As observed in previous work [95], participants tend to
use many different areas of their bodies to place actuators, with
higher frequencies on hands.While some placements could easily be
demonstrated to the collaborator (e.g., showing the forearm to the
camera), others led to restrictions in the available communication
channels. For instance, placing actuators on the feet or on the
back of the shoulder required participants to raise their legs or turn
around to show the actuators to the camera, or default to describing
the placement with words (“maybe we do like top of the foot, like
[...] left and right. Argh... I don’t know how to contort my body to
show that into the camera” T2P1, see Figure 1 G○). Furthermore,
a team decided to adapt the location of certain actuators when
reviewing experiences for personal reasons (e.g., not wanting to
remove their shoes: “I’m not really ready to [...] to get out of my
shoes” T4P2), demonstrating the importance to test experiences
with several people in various contexts.

7.3 Reviewing CollabJam’s Creativity Support
Index

We present a summary of all results to the CSI questionnaires filled
out by participants in sessions 2, 3, and 4 in Table 2. To facilitate
interpretation of the CSI scores, Cherry and Latulipe [14] mapped
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team 1 team 2 team 3 team 4 cumulative

Figure 10: Visualization of actuator placements used during the study; for each team and cumulative (n=37). A colored circle
corresponds to an actuator, and circles can overlap, creating more opaque areas.

Table 2: Summary of CSI results for the 3 last sessions.

Scale Factor
Counts

Factor
Score

Weighted
Factor Score

Measure M (SD) M (SD) M (SD)

Results Worth Effort 2.25 (1.42) 16.00 (3.12) 37.04 (24.30)
Exploration 3.75 (1.19) 15.83 (2.93) 59.46 (22.47)

Collaboration 3.29 (1.43) 16.46 (2.92) 54.75 (26.92)
Immersion 0.83 (0.96) 11.54 (5.36) 10.71 (13.24)

Expressiveness 3.33 (1.09) 14.67 (3.29) 48.13 (18.88)
Enjoyment 1.54 (1.18) 16.46 (2.83) 25.83 (22.58)

them to educational grading systems. Specifically, scores above 90
are assigned an “A” grade, denoting exceptional support for creative
work, while scores below 50 receive an “F”, indicating inadequate
support. Overall, the participants in our study generated an average
CSI score of 78.64 (SD=11.90) corresponding to the upper bound of
a “C” grade, indicating an acceptable support from CollabJam to
design vibrotactile experiences collaboratively.

Participants seemed neutral about producing significant results
at the cost of efforts using CollabJam (Factor Count=2.25, Factor
Score=16.00, Weighted Factor Score=37.04), but did not feel the
need to be immersed in the creative task to produce vibrotactile
experiences (FC=0.83, FS=11.54, WFS=10.71) nor to enjoy doing it
(FC=1.54, FS=16.46, WFS=25.83). We observed mixed results on that
aspects: some participants really enjoyed designing with CollabJam
(“Oh, it was a very nice experience. I kind of don’t want to send the
stuff back because it’s fun to [...] play with it.” T2P1 in session 4),
while others did not seem interested about vibrotactile stimulation
overall (“I’m not sure if I’m ever going to be really excited about
vibrating motors on my body” T2P2 in session 4).

Exploration, collaboration and expressiveness seemed, on the con-
trary, to be the focus of participants using CollabJam. We calculated
respective factor counts of 3.75, 3.29, 3.33 and factor scores of 15.83,
16.46, and 14.67. Their respective weighted factor scores (59.46,
54.75, 48.13) indicate a strong emphasis of participants for these
three creativity factors when designing vibrotactile experiences col-
laboratively, echoing results from the literature for similar design
tools [50].

8 Discussion and Design Implications
We discuss insights from the themes produced with our qualitative
analysis. We reflect on the solutions implemented in CollabJam
based on the design considerations in section 3, and evaluate the
support they provided participants in completing their tasks, and
outline their intrinsic limitations. From our observations, we draw
design implications dedicated to the collaborative prototyping of
vibrotactile experiences, with a focus on future software implemen-
tations.

8.1 CollabJam Supports Designing Vibrotactile
Patterns Collaboratively and Synchronously

Our user study focused on two aspects: identifying communication
and design patterns used by remote collaborators, and evaluating
how CollabJam’s functionalities support designers in their tasks.
Empirical results indicate that CollabJam supported designers to
produce many different experiences over 4 sessions. Participants’
answers to the CSI questionnaire demonstrate high scores for ex-
ploration, collaboration, and expressiveness, three essential aspects
to collaborative design and low-fidelity prototyping. Participants
managed to produce at least one vibration pattern for 37 actuator
layouts over the course of 4 hours, including time dedicated to
learning how to use CollabJam and reviewing others’ designs (Fig-
ure 10). Lastly, we observed participants switching roles to record
and manipulate vibration blocks to fine-tune the experiences with
ease.

In general, CollabJamwas well received and supported designers
in their tasks to design remotely with a collaborator by sharing
controls over actuators. One participant explicitly expressed their
interest in the prototype saying “it was a very nice experience. I
kind of don’t want to send the stuff [back]” T2P1. CollabJam only
provides control over the sense of touch, however, while most of the
conversations between collaborators necessitated visual and audi-
tory communications. While we used the Zoom video-conferencing
tool to allow unrestricted communication in the study, future ver-
sions could integrate video and audio streaming to fully support
collaboration, for instance based on suggestion by Hu et al. [34].
Integrating such features would also enable addressing potential
privacy concerns [92, 96] in a multi-sensory context.

We focused this work on live, remote collaboration, a context that
tools like CoTacs [50] or TactJam [95] partially support. Two novel
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features provided by CollabJam were particularly exploited by par-
ticipants in this context, namely its multi-actuator design (Figure 10)
(as compared to CoTacs) and the hands-on synchronous jamming
functionalities (as compared to TactJam), both to test ideas before
recording them and explaining their intentions through vibrotactile
messages. We, nevertheless, did not compare our approach to the
literature, e.g., parameterized single- or composite-actuator haptic
experiences (e.g., [50]) and hands-on multi-actuator vibrotactile
experiences (e.g., [95]). We encourage further studies to compare
them and better highlight their drawbacks and benefits.

8.2 Controlling the Reach of Tactile Stimulation
Without Isolating Oneself

Informed by DC2, we implemented virtual rooms in CollabJam
to confine vibrotactile patterns to a specific space. This enabled
participants to design individually when needed, but also to feel
vibrations synchronously with others when collaborating. We im-
plemented a “muting” feature that allowed users to quiet incoming
vibrations when needed, similar to muting audio of an online col-
laborator in the case of background noises. We did not observe the
latter being used, however, and only a single participant joined a
room to design alone without being instructed to by experimenters.
While expected to, these features did not prevent them from being
surprised by unexpected incoming vibrations (“I think that can work
quite well. *collaborator plays vibration* Ah! Wait, wait, wait. No.
Ah!” T4P2). As a compromise, participants seemed to prefer asking
directly for consent before playing vibrations to avoid disturbing
their collaborator (“I need to play again. Sorry” T2P2).

These observations helped identify two major limitations of
the system. First, jumping in an empty room would cut tactile
connections with the collaborator when participants often wanted
to only experiment ideas quickly. Second, our system only enabled
duplicating entire vibrotactile experiences and did not facilitate
sharing only parts of them, e.g., by only copy/pasting a few vibration
blocks that are essential “soft features” among redo/undo [71, p.
207].

Implication 1: The system needs to implement a quick-to-
access mode to design and record experiences without “loosing
touch” with the collaborators. Like a “push-to-talk” feature on a
video conferencing tool, participants needed a mode or truly private
virtual rooms to isolate themselves from their collaborator to try
ideas out without muting them and losing the design context and
their tactile link to their remote collaborators.

Implication 2: The system should facilitate re-using vibro-
tactile patterns from various experiences without recording
them again. Enabling fine-tuning of individual vibration blocks
(defined by their timing, duration, and intensity) proved very useful
as participants heavily relied on it in the study. CollabJam lacked,
however, the possibility to copy or move specific vibration blocks
across recorded experiences to only retain part of them. If such
groups of blocks are differentiable and ideally identifiable, they rep-
resent so-called haptic phonemes that can be re-used and arranged
as basic building blocks of haptic words (what we referred to as
vibrotactile patterns in this paper) [19]. Thus, design tools should
consider haptic phonemes to be re-used anywhere, similarly to

audio samples or MIDI messages in Digital Audio Workstations, an
approach adopted by a few already [28, 38, 66, 85].

8.3 Synchronous Multi-Sensory
Communication is Essential to Convey
Design Intentions

A major goal with CollabJam was to support synchronous tactile
communication (DC1). Participants leveraged multiple times this
feature to communicate their design intentions (“Ah, so we can do
like... *actuates*” T4P1, “We could start like this and then it goes...
*actuates*” T1P1). They also heavily used their voice to speak or
use onomatopoeia to reproduce vibration sounds, or create or re-
fer to the sound of a physical experience (e.g., swallowing) (“I’m
having a really quick dip, dip, dip, interesting, I’m drinking that fast”
T2P2). When missing words or to contextualize the information
they wanted to convey, they gestured in front of their camera or
pointed at positions on their body (e.g., to reference actuators),
sometimes asking visual attention from their collaborator (“I would
put it maybe on the palms [...] look into Zoom.” T4P2). Overall, par-
ticipants heavily relied on several senses, sometimes using them
conjointly. While we focused mostly on the tactile sense with Col-
labJam, these observations reveal that all senses are useful in the
collaboration process.

Implication 3: The system should not impede communicat-
ing with several senses, and ideally include means to commu-
nicate vocally and visually with a distant collaborator. We
used a video conferencing tool beside CollabJam in the study to
enable remote communication. Participants could communicate
vocally continuously but required at times visual attention from
their partners, which implied switching between applications. To
facilitate this, the system could, for instance, provide modes to
switch between communication and design stages to support col-
laborators talking face-to-face when ideating (e.g., enlarging the
video streams), and focus on the vibration patterns when recording
them (e.g., reducing the video streams in a corner of the window).

8.4 Freedom in Placing Actuators creates a
Trade-off between Creative Exploration and
Reproduction

WedesignedCollabJam to foster creativitywithminimal constraints
to designers. Therefore, we made actuators independent and easily
attachable to the skin with, e.g., using Kinesio tape, to allow design-
ers to explore actuation on any part of their bodies (DC3, DC4).
Participants leveraged these benefits by placing actuators mostly on
their upper body (forearms and shoulders) and sometimes on their
feet, neck, or rib cage (Figure 10). We provide two interpretations
for the focus on the upper body. Firstly, participants were mostly
sitting during the sessions, which was not an instruction but may
have influenced their choices to use their lower body less. Secondly,
beyond participants’ sensitivities which informed their choices of
body areas to actuate, they did not always feel comfortable with
some areas because of the social context; e.g., one participant re-
marked they would not remove their shoes because the weather
was hot (“we have never done anything on the feet and I’m not really
ready to [...] expose my feet” T4P2).
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Placing actuators revealed itself to be tedious on the other hand.
For example, communicating locations of actuators required de-
tailed vocabularies and instructions. Despite the presence of identi-
fication numbers on individual actuators, specific body locations,
such as the forehead or the back of the shoulder, would render them
inaccessible for identification. Furthermore, participants tended to
use higher-level concepts to refer to actuators during collaboration,
e.g., by referencing them using body landmarks or the sensations
they simulated. Additionally, we noticed CollabJam was lacking
support to mediate actuator placement, as framed by one partici-
pant: “if you had [...] the human body so you can like draw circles
[...] you don’t have to like do this in the camera especially when
it concerns feet or like lower extremities” T2P1. Similar to previous
work [95], one participant hinted that using a dynamic visualization
of actuators’ placement would help to keep track of their positions,
and eventually assist in controlling them: “it’s difficult to remember
in which part of the body you place certain [actuators]. So it would
be great if in the interface you can have like a body, and then you
can add little dots to remind you where it was” T3P2). Validating a
placement was an important part of this process, but participants
did not always succeed in this task.

Implication 4: The system should support participants
when communicating about and reproducing actuators’ place-
ments, and ideally provide means to validate them. An ideal
scenario would involve automatic identification and localization
of actuators on the skin. Without that, the system should provide
means to mediate where actuators are placed and how to support
users in communicating such information. While previous work
proposed to visualize a 3D avatar to place actuators on [95], such
solutions remain to be evaluated in collaborative design contexts
to assess benefits and limitations (e.g., disruption of the design pro-
cess). Furthermore, integrating a 3D avatar into design tools, where
actuator positions are synced across clients in real-time, would
mitigate potential privacy issues associated with video calls [96]
by enabling expressive communication without exposing personal
visual or environmental details [92].

8.5 Vibrotactile Experiences can Generate
Discomforting Feelings

As noted from our study, there are differences between predicting
how vibrotactile experiences might feel and the sensations they
elicit [95]: “in the neck and in the chest where some places which
had completely different experience than I expected” T4P2), “I didn’t
expect that placing the [actuator] here *pointing on the chest* give
me like anxiety feelings, but it actually did” T3P2). While some
experiences were intended to create uneasy feelings, they also
resulted in lower goodness-of-feel ratings (“Ah! It feels awful [...]
the forehead [actuator] is brutal” T2P1). Regardless of the valence of
the designer’s intent, experiences could be perceived too strongly,
depending on the body parts actuated and the body sensitivity. This
was specifically noted by one participant when stating “I think in
general, what we now tried and experienced really shines the light on
how everyone perceives haptics differently. So it would be nice to have
the possibility to make some adjustments. For example, the intensity
level would be the first that I would have adjusted to make it more
comfortable” T1P1.

Implication 5: The system should provide means to adjust
vibrotactile patterns parameters based on participants sensi-
tivities without altering the nature of vibrotactile experiences.
Several solutions can be implemented to adapt an experience to
one’s sensitivity, such as linearly normalizing amplitudes, capping
peaks of amplitude to a certain amount, etc. The primary challenge
in this case is to not alter the nature of the experience with these ad-
justments; if an experience was designed to be disturbing, tweaking
its parameters to make it soothing would create a new experience.

9 Conclusion
We investigated synchronous collaborative design of vibrotactile
experiences in remote scenarios with a prototyping suite called
CollabJam. We designed it with an iterative process that led to
the formulation of design considerations informing the design of
software dedicated to low-fidelity prototyping of haptic experiences.
We performed a technical evaluation to assess the system latency,
and later used it in an empirical user study involving 4 pairs of
designers over 4 sessions. Using a qualitative content analysis on
the videos and their transcripts, we identified several themes on
communication and design patterns. We reflected on these themes
and proposed a list of design implications as guidelines for future
prototyping systems.

This work highlights many different challenges for collabora-
tive haptic experience design that an interactive system cannot
overcome alone. It emphasizes that developing low-fidelity systems
for haptic design remains challenging, is not cost-free, and implies
making important choices that will impact the design process. De-
sign considerations and implications we propose try to encompass
various aspects of such design processes and may expand to other
types of experiences than just vibrotactile. Therefore, we encour-
age future work to investigate other types of prototyping tools
following these guidelines to challenge them.

Acknowledgments
We would like to express our gratitude to all participants who
devoted their time to take part in this study. Their valuable feedback
and insights were instrumental in shaping the outcomes of this
research.

References
[1] Chadia Abras, Diane Maloney-Krichmar, Jenny Preece, et al. 2004. User-centered

design. Bainbridge, W. Encyclopedia of Human-Computer Interaction. Thousand
Oaks: Sage Publications 37, 4 (2004), 445–456.

[2] Actronika. 2024. Skinetic. https://www.actronika.com/skinetic [Online; accessed
12. Sep. 2024].

[3] Hussein Al Osman, Mohamad Eid, and Abdulmotaleb El Saddik. 2008. Evaluating
ALPHAN: A communication protocol for haptic interaction. In 2008 Symposium
on Haptic Interfaces for Virtual Environment and Teleoperator Systems. IEEE, 361–
366.

[4] Hussein Al Osman, Mohamad Eid, Rosa Iglesias, and Abdulmotaleb El Saddik.
2007. Alphan: Application layer protocol for haptic networking. In 2007 IEEE
International Workshop on Haptic, Audio and Visual Environments and Games.
IEEE, 96–101.

[5] Peter Andersen, Jillian Gannon, and Jessica Kalchik. 2013. 11 Proxemic and haptic
interaction: the closeness continuum. De Gruyter Mouton, Berlin, Boston, 295–330.
doi:10.1515/9783110238150.295

[6] Michel Beaudouin-Lafon and Wendy E Mackay. 2007. Prototyping tools and
techniques. In The human-computer interaction handbook. CRC Press, 1043–1066.

[7] bHaptics. 2024. TactGlove DK2. https://www.bhaptics.com/shop/tactglove
[Online; accessed 12. Sep. 2024].

https://www.actronika.com/skinetic
https://doi.org/10.1515/9783110238150.295
https://www.bhaptics.com/shop/tactglove


CollabJam CHI ’25, April 26–May 01, 2025, Yokohama, Japan

[8] bHaptics. 2024. TactSuit X40. https://www.bhaptics.com/tactsuit/tactsuit-x40
[Online; accessed 12. Sep. 2024].

[9] Jens Bornschein, Denise Prescher, and Gerhard Weber. 2015. Collaborative
Creation of Digital Tactile Graphics. In Proceedings of the 17th International
ACM SIGACCESS Conference on Computers & Accessibility (Lisbon, Portugal)
(ASSETS ’15). Association for ComputingMachinery, NewYork, NY, USA, 117–126.
doi:10.1145/2700648.2809869

[10] Virginia Braun and Victoria Clarke. 2021. Can I use TA? Should I use TA? Should
I not use TA? Comparing reflexive thematic analysis and other pattern-based
qualitative analytic approaches. Counselling and Psychotherapy Research 21, 1
(2021), 37–47. doi:10.1002/capr.12360

[11] Stephen A. Brewster and Lorna M. Brown. 2004. Tactons: Structured Tactile Mes-
sages for Non-Visual Information Display. In Proceedings of the Fifth Conference
on Australasian User Interface - Volume 28 (Dunedin, New Zealand) (AUIC ’04).
Australian Computer Society, Inc., AUS, 15–23.

[12] Bill Buxton. 2010. Sketching user experiences: getting the design right and the right
design. Morgan kaufmann.

[13] Xi Laura Cang, Ali Israr, and Karon E. MacLean. 2023. When is a Haptic Message
Like an Inside Joke? Digitally Mediated Emotive Communication Builds on
Shared History. IEEE Transactions on Affective Computing 14, 1 (2023), 732–746.
doi:10.1109/TAFFC.2023.3244520

[14] Erin Cherry and Celine Latulipe. 2014. Quantifying the Creativity Support of
Digital Tools through the Creativity Support Index. ACM Trans. Comput.-Hum.
Interact. 21, 4, Article 21 (jun 2014), 25 pages. doi:10.1145/2617588

[15] Heather Culbertson, Juliette Unwin, and Katherine J. Kuchenbecker. 2014. Mod-
eling and Rendering Realistic Textures from Unconstrained Tool-Surface Interac-
tions. IEEE Transactions on Haptics 7, 3 (2014), 381–393. doi:10.1109/TOH.2014.
2316797

[16] Donald Degraen. 2023. Designing tactile experiences for immersive virtual environ-
ments. Ph. D. Dissertation. Universität des Saarlandes. doi:10.22028/D291-39529

[17] Donald Degraen, Bruno Fruchard, Frederik Smolders, Emmanouil Potetsianakis,
Seref Güngör, Antonio Krüger, and Jürgen Steimle. 2021. Weirding Haptics: In-
Situ Prototyping of Vibrotactile Feedback in Virtual Reality through Vocalization.
In The 34th Annual ACM Symposium on User Interface Software and Technology
(Virtual Event, USA) (UIST ’21). Association for Computing Machinery, New York,
NY, USA, 936–953. doi:10.1145/3472749.3474797

[18] M.J. Enriquez and K.E. MacLean. 2003. The hapticon editor: a tool in support
of haptic communication research. In 11th Symposium on Haptic Interfaces for
Virtual Environment and Teleoperator Systems, 2003. HAPTICS 2003. Proceedings.
IEEE, 356–362. doi:10.1109/HAPTIC.2003.1191310

[19] Mario Enriquez, Karon MacLean, and Christian Chita. 2006. Haptic phonemes:
basic building blocks of haptic communication. In Proceedings of the 8th Inter-
national Conference on Multimodal Interfaces (Banff, Alberta, Canada) (ICMI
’06). Association for Computing Machinery, New York, NY, USA, 302–309.
doi:10.1145/1180995.1181053

[20] Barrett Ens, Joel Lanir, Anthony Tang, Scott Bateman, Gun Lee, Thammathip
Piumsomboon, and Mark Billinghurst. 2019. Revisiting collaboration through
mixed reality: The evolution of groupware. International Journal of Human-
Computer Studies 131 (2019), 81–98. doi:10.1016/j.ijhcs.2019.05.011

[21] Gerhard P. Fettweis. 2014. The Tactile Internet: Applications and Challenges. IEEE
Vehicular Technology Magazine 9, 1 (2014), 64–70. doi:10.1109/MVT.2013.2295069

[22] Mozilla Foundation. 2024. Gamepad API - Web APIs – MDN. https://developer.
mozilla.org/en-US/docs/Web/API/Gamepad_API [Online; accessed 19. Nov.
2024].

[23] Mozilla Foundation. 2024. KeyboardEvent - Web APIs – MDN. https://developer.
mozilla.org/en-US/docs/Web/API/KeyboardEvent [Online; accessed 19. Nov.
2024].

[24] OpenJS Foundation. 2024. Build cross-platform desktop apps with JavaScript,
HTML, and CSS – Electron. https://www.electronjs.org [Online; accessed 19.
Nov. 2024].

[25] OpenJS Foundation. 2024. Inter-Process Communication – Electron. https:
//www.electronjs.org/docs/latest/tutorial/ipc [Online; accessed 19. Nov. 2024].

[26] OpenJS Foundation. 2024. Node.js – Run JavaScript Everywhere. https://nodejs.
org/en [Online; accessed 19. Nov. 2024].

[27] Marcello Giordano, John Sullivan, and Marcelo M. Wanderley. 2018. Design of Vi-
brotactile Feedback and Stimulation for Music Performance. Springer International
Publishing, Cham, 193–214. doi:10.1007/978-3-319-58316-7_10

[28] Hapticlabs GmbH. 2024. Hapticlabs. https://www.hapticlabs.io/ [Online; accessed
19. Nov. 2024].

[29] Edward T Hall. 1966. The hidden dimension. Vol. 609. Anchor.
[30] Seongkook Heo, Jaeyeon Lee, and Daniel Wigdor. 2019. PseudoBend: Producing

Haptic Illusions of Stretching, Bending, and Twisting Using Grain Vibrations.
In Proceedings of the 32nd Annual ACM Symposium on User Interface Software
and Technology (New Orleans, LA, USA) (UIST ’19). Association for Computing
Machinery, New York, NY, USA, 803–813. doi:10.1145/3332165.3347941

[31] Eve Hoggan and Stephen Brewster. 2007. New Parameters for Tacton Design. In
CHI ’07 Extended Abstracts on Human Factors in Computing Systems (San Jose,
CA, USA) (CHI EA ’07). Association for Computing Machinery, New York, NY,

USA, 2417–2422. doi:10.1145/1240866.1241017
[32] Leona Holloway, Swamy Ananthanarayan, Matthew Butler, Madhuka Thisuri

De Silva, Kirsten Ellis, Cagatay Goncu, Kate Stephens, and Kim Marriott. 2022.
Animations at Your Fingertips: Using a Refreshable Tactile Display to Convey
Motion Graphics for People Who Are Blind or Have Low Vision. In Proceedings of
the 24th International ACM SIGACCESS Conference on Computers and Accessibility
(Athens, Greece) (ASSETS ’22). Association for Computing Machinery, New York,
NY, USA, Article 32, 16 pages. doi:10.1145/3517428.3544797

[33] Kyungpyo Hong, Jaebong Lee, and Seungmoon Choi. 2013. Demonstration-based
vibrotactile pattern authoring. In Proceedings of the 7th International Conference
on Tangible, Embedded and Embodied Interaction (Barcelona, Spain) (TEI ’13).
Association for Computing Machinery, New York, NY, USA, 219–222. doi:10.
1145/2460625.2460660

[34] Erzhen Hu, Md Aashikur Rahman Azim, and Seongkook Heo. 2022. FluidMeet:
Enabling Frictionless Transitions Between In-Group, Between-Group, and Private
Conversations During Virtual Breakout Meetings. In Proceedings of the 2022 CHI
Conference on Human Factors in Computing Systems (New Orleans, LA, USA)
(CHI ’22). Association for Computing Machinery, New York, NY, USA, Article
511, 17 pages. doi:10.1145/3491102.3517558

[35] Erzhen Hu, Jens Emil Sloth Grønbæk, Austin Houck, and Seongkook Heo. 2023.
Openmic: Utilizing proxemic metaphors for conversational floor transitions in
multiparty video meetings. In Proceedings of the 2023 CHI Conference on Human
Factors in Computing Systems. 1–17.

[36] Pingguo Huang, Takeshi Fujimoto, Yutaka Ishibashi, and Shinji Sugawara. 2008.
Collaborative work between heterogeneous haptic interface devices: Influence of
network latency. In Proceedings of the 18th International Conference on Artificial
Reality and Telexistence (ICAT’08). 293–296.

[37] MongoDB Inc. 2024. MongoDB: The Developer Data Platform. https://www.
mongodb.com [Online; accessed 19. Nov. 2024].

[38] Interhaptics. 2024. Interhaptics. https://www.interhaptics.com/ [Online; accessed
19. Nov. 2024].

[39] Ali Israr, Siyan Zhao, Zachary Schwemler, and Adam Fritz. 2019. Stereohaptics
toolkit for dynamic tactile experiences. In HCI International 2019–Late Breaking
Papers: 21st HCI International Conference, HCII 2019, Orlando, FL, USA, July 26–31,
2019, Proceedings 21. Springer, 217–232.

[40] Mirjam Keetels and Jean Vroomen. 2012. Perception of synchrony between the
senses. The neural bases of multisensory processes (2012).

[41] Erin Kim and Oliver Schneider. 2020. Defining Haptic Experience: Foundations
for Understanding, Communicating, and Evaluating HX. In Proceedings of the
2020 CHI Conference on Human Factors in Computing Systems (Honolulu, HI,
USA) (CHI ’20). Association for Computing Machinery, New York, NY, USA, 1–13.
doi:10.1145/3313831.3376280

[42] Maaike Kleinsmann and Rianne Valkenburg. 2008. Barriers and enablers for
creating shared understanding in co-design projects. Design Studies 29, 4 (2008),
369–386. doi:10.1016/j.destud.2008.03.003

[43] Sandeep Kollannur, Katherine Robertson, and Heather Culbertson. 2024. Devel-
oping a Modular Toolkit for Rapid Prototyping of Wearable Vibrotactile Haptic
Harness. doi:10.48550/ARXIV.2409.04579

[44] M5Stack. 2024. M5Stamp ESP32S3 Module. https://shop.m5stack.com/products/
m5stamp-esp32s3-module [Online; accessed 19. Nov. 2024].

[45] Wendy E Mackay and Michel Beaudouin-Lafon. 2023. Participatory design and
prototyping. In Handbook of Human Computer Interaction. Springer, 1–33.

[46] Karon E. MacLean, Oliver S. Schneider, and Hasti Seifi. 2017. Multisensory Haptic
Interactions: Understanding the Sense and Designing for It. Association for Com-
puting Machinery and Morgan & Claypool, 97–142. doi:10.1145/3015783.3015788

[47] MANUS. 2024. Prime 3 Haptic XR. https://www.manus-meta.com/products/
prime-3-haptic-xr [Online; accessed 12. Sep. 2024].

[48] Ji-Ye Mao, Karel Vredenburg, Paul W Smith, and Tom Carey. 2005. The state of
user-centered design practice. Commun. ACM 48, 3 (2005), 105–109.

[49] Andrew P McPherson, Robert H Jack, Giulio Moro, et al. 2016. Action-sound
latency: Are our tools fast enough? (2016).

[50] Moritz Alexander Messerschmidt, Juan Pablo Forero Cortes, and Suranga
Nanayakkara. 2024. CoTacs: A Haptic Toolkit to Explore Effective On-Body
Haptic Feedback by Ideating, Designing, Evaluating and Refining Haptic Designs
Using Group Collaboration. International Journal of Human–Computer Interaction
(June 2024), 1–21. doi:10.1080/10447318.2024.2358460

[51] Moritz Alexander Messerschmidt, Sachith Muthukumarana, Nur Al-Huda Ham-
dan, Adrian Wagner, Haimo Zhang, Jan Borchers, and Suranga Chandima
Nanayakkara. 2022. ANISMA: A Prototyping Toolkit to Explore Haptic Skin De-
formation Applications Using Shape-Memory Alloys. ACM Trans. Comput.-Hum.
Interact. 29, 3, Article 19 (jan 2022), 34 pages. doi:10.1145/3490497

[52] Kouta Minamizawa, Yasuaki Kakehi, Masashi Nakatani, Soichiro Mihara, and
Susumu Tachi. 2012. TECHTILE toolkit: a prototyping tool for design and
education of haptic media. In Proceedings of the 2012 Virtual Reality International
Conference. 1–2.

[53] Camille Moussette and Fabricio Dore. 2010. Sketching in Hardware and Building
Interaction Design: tools, toolkits and an attitude for Interaction Designers.
Design and Complexity - DRS (2010).

https://www.bhaptics.com/tactsuit/tactsuit-x40
https://doi.org/10.1145/2700648.2809869
https://doi.org/10.1002/capr.12360
https://doi.org/10.1109/TAFFC.2023.3244520
https://doi.org/10.1145/2617588
https://doi.org/10.1109/TOH.2014.2316797
https://doi.org/10.1109/TOH.2014.2316797
https://doi.org/10.22028/D291-39529
https://doi.org/10.1145/3472749.3474797
https://doi.org/10.1109/HAPTIC.2003.1191310
https://doi.org/10.1145/1180995.1181053
https://doi.org/10.1016/j.ijhcs.2019.05.011
https://doi.org/10.1109/MVT.2013.2295069
https://developer.mozilla.org/en-US/docs/Web/API/Gamepad_API
https://developer.mozilla.org/en-US/docs/Web/API/Gamepad_API
https://developer.mozilla.org/en-US/docs/Web/API/KeyboardEvent
https://developer.mozilla.org/en-US/docs/Web/API/KeyboardEvent
https://www.electronjs.org
https://www.electronjs.org/docs/latest/tutorial/ipc
https://www.electronjs.org/docs/latest/tutorial/ipc
https://nodejs.org/en
https://nodejs.org/en
https://doi.org/10.1007/978-3-319-58316-7_10
https://www.hapticlabs.io/
https://doi.org/10.1145/3332165.3347941
https://doi.org/10.1145/1240866.1241017
https://doi.org/10.1145/3517428.3544797
https://doi.org/10.1145/2460625.2460660
https://doi.org/10.1145/2460625.2460660
https://doi.org/10.1145/3491102.3517558
https://www.mongodb.com
https://www.mongodb.com
https://www.interhaptics.com/
https://doi.org/10.1145/3313831.3376280
https://doi.org/10.1016/j.destud.2008.03.003
https://doi.org/10.48550/ARXIV.2409.04579
https://shop.m5stack.com/products/m5stamp-esp32s3-module
https://shop.m5stack.com/products/m5stamp-esp32s3-module
https://doi.org/10.1145/3015783.3015788
https://www.manus-meta.com/products/prime-3-haptic-xr
https://www.manus-meta.com/products/prime-3-haptic-xr
https://doi.org/10.1080/10447318.2024.2358460
https://doi.org/10.1145/3490497


CHI ’25, April 26–May 01, 2025, Yokohama, Japan Wittchen et al.

[54] Thomas Muender, Michael Bonfert, Anke Verena Reinschluessel, Rainer Malaka,
and Tanja Döring. 2022. Haptic Fidelity Framework: Defining the Factors of
Realistic Haptic Feedback for Virtual Reality. In Proceedings of the 2022 CHI
Conference on Human Factors in Computing Systems (New Orleans, LA, USA)
(CHI ’22). Association for Computing Machinery, New York, NY, USA, Article
431, 17 pages. doi:10.1145/3491102.3501953

[55] Donald A Norman. 1988. The psychology of everyday things.
[56] Marianna Obrist, Sue Ann Seah, and Sriram Subramanian. 2013. Talking about

Tactile Experiences. In Proceedings of the SIGCHI Conference on Human Fac-
tors in Computing Systems (Paris, France) (CHI ’13). Association for Computing
Machinery, New York, NY, USA, 1659–1668. doi:10.1145/2470654.2466220

[57] OWO. 2024. OWO Haptic Gaming Vest. https://owogame.com/ultimate-gaming-
sensation-haptic-gaming-vest [Online; accessed 12. Sep. 2024].

[58] Sabrina Panëels, Margarita Anastassova, and Lucie Brunet. 2013. TactiPEd: Easy
prototyping of tactile patterns. In Human-Computer Interaction–INTERACT 2013:
14th IFIP TC 13 International Conference, Cape Town, South Africa, September 2-6,
2013, Proceedings, Part II 14. Springer, 228–245.

[59] Sabrina A. Panëels, Jonathan C. Roberts, and Peter J. Rodgers. 2010. HITPROTO:
a tool for the rapid prototyping of haptic interactions for haptic data visualization.
In 2010 IEEE Haptics Symposium. 261–268. doi:10.1109/HAPTIC.2010.5444647

[60] Evan Pezent, Brandon Cambio, and Marcia K O’Malley. 2020. Syntacts: Open-
source software and hardware for audio-controlled haptics. IEEE Transactions on
Haptics 14, 1 (2020), 225–233.

[61] PixiJS. 2024. PixiJS – The HTML5 Creation Engine. https://pixijs.com [Online;
accessed 19. Nov. 2024].

[62] Roope Raisamo, Katri Salminen, Jussi Rantala, Ahmed Farooq, and Mounia Ziat.
2022. Interpersonal Haptic Communication: Review and Directions for the
Future. International Journal of Human-Computer Studies 166 (2022), 102881.
doi:10.1016/j.ijhcs.2022.102881

[63] Issam El Rassi and Jean-Michel El Rassi. 2020. A review of haptic feedback in
tele-operated robotic surgery. Journal of Medical Engineering & Technology 44, 5
(2020), 247–254. doi:10.1080/03091902.2020.1772391

[64] Renesas. 2024. DA7282 - Ultra-Low Power, Wide-Bandwidth Haptic Dri-
ver. https://www.renesas.com/en/products/interface/haptic-drivers/da7282-
ultra-low-power-wide-bandwidth-haptic-driver [Online; accessed 19. Nov.
2024].

[65] Joseph M. Romano and Katherine J. Kuchenbecker. 2012. Creating Realistic
Virtual Textures from Contact Acceleration Data. IEEE Transactions on Haptics 5,
2 (2012), 109–119. doi:10.1109/TOH.2011.38

[66] Jonghyun Ryu and Seungmoon Choi. 2008. posVibEditor: Graphical authoring
tool of vibrotactile patterns. In 2008 IEEE International Workshop on Haptic Audio
visual Environments and Games. 120–125. doi:10.1109/HAVE.2008.4685310

[67] Nihar Sabnis, Dennis Wittchen, Courtney N. Reed, Narjes Pourjafarian, Jürgen
Steimle, and Paul Strohmeier. 2023. Haptic Servos: Self-Contained Vibrotactile
Rendering System for Creating or Augmenting Material Experiences. In Pro-
ceedings of the 2023 CHI Conference on Human Factors in Computing Systems
(Hamburg, Germany) (CHI ’23). Association for Computing Machinery, New
York, NY, USA, Article 522, 17 pages. doi:10.1145/3544548.3580716

[68] Nihar Sabnis, Dennis Wittchen, Gabriela Vega, Courtney N. Reed, and Paul
Strohmeier. 2023. Tactile Symbols with Continuous and Motion-Coupled Vibra-
tion: An Exploration of Using Embodied Experiences for Hermeneutic Design. In
Proceedings of the 2023 CHI Conference on Human Factors in Computing Systems
(Hamburg, Germany) (CHI ’23). Association for Computing Machinery, New York,
NY, USA, Article 688, 19 pages. doi:10.1145/3544548.3581356

[69] Elizabeth B.-N. Sanders and Pieter Jan Stappers. 2008. Co-creation and the new
landscapes of design. CoDesign 4, 1 (2008), 5–18. doi:10.1080/15710880701875068

[70] Oliver Schneider, Karon MacLean, Colin Swindells, and Kellogg Booth. 2017.
Haptic experience design: What hapticians do and where they need help. Inter-
national Journal of Human-Computer Studies 107 (2017), 5–21. doi:10.1016/j.ijhcs.
2017.04.004

[71] Oliver Stirling Schneider. 2016. Haptic experience design: tools, techniques, and
process. Ph. D. Dissertation. University of British Columbia. doi:10.14288/1.
0340617

[72] Oliver S. Schneider and Karon E. MacLean. 2014. Improvising design with a
Haptic Instrument. In 2014 IEEE Haptics Symposium (HAPTICS). IEEE, 327–332.
doi:10.1109/HAPTICS.2014.6775476

[73] Oliver S. Schneider and Karon E. MacLean. 2016. Studying design process and
example use with Macaron, a web-based vibrotactile effect editor. In 2016 IEEE
Haptics Symposium (HAPTICS). IEEE, 52–58. doi:10.1109/HAPTICS.2016.7463155

[74] Douglas Schuler and Aki Namioka (Eds.). 1993. Participatory design: principles
and practices. L. Erlbaum Associates, Hillsdale, N.J.

[75] Hasti Seifi, Matthew Chun, Colin Gallacher, Oliver Schneider, and Karon E
MacLean. 2020. How do novice hapticians design? A case study in creating
haptic learning environments. IEEE Transactions on Haptics 13, 4 (2020), 791–805.
doi:10.1109/TOH.2020.2968903

[76] Hasti Seifi, Farimah Fazlollahi, Michael Oppermann, John Andrew Sastrillo,
Jessica Ip, Ashutosh Agrawal, Gunhyuk Park, Katherine J. Kuchenbecker, and
Karon E. MacLean. 2019. Haptipedia: Accelerating Haptic Device Discovery

to Support Interaction & Engineering Design. In Proceedings of the 2019 CHI
Conference on Human Factors in Computing Systems (Glasgow, Scotland Uk)
(CHI ’19). Association for Computing Machinery, New York, NY, USA, 1–12.
doi:10.1145/3290605.3300788

[77] Hasti Seifi and Karon E. MacLean. 2017. Exploiting haptic facets: Users’ sensemak-
ing schemas as a path to design and personalization of experience. International
Journal of Human-Computer Studies 107 (2017), 38–61. doi:10.1016/j.ijhcs.2017.
04.003

[78] Hasti Seifi, Kailun Zhang, and Karon E. MacLean. 2015. VibViz: Organizing, visu-
alizing and navigating vibration libraries. In 2015 IEEE World Haptics Conference
(WHC). IEEE, Evanston, IL, 254–259. doi:10.1109/WHC.2015.7177722

[79] SenseGlove. 2024. SenseGlove | Feel the virtual like it’s real. https://www.
senseglove.com [Online; accessed 12. Sep. 2024].

[80] Socket.IO. 2024. Socket.IO. https://socket.io [Online; accessed 19. Nov. 2024].
[81] Charles Spence, David I. Shore, and Raymond M. Klein. 2001. Multisensory

prior entry. Journal of Experimental Psychology: General 130, 4 (2001), 799–832.
doi:10.1037/0096-3445.130.4.799

[82] Marc Steen. 2013. Co-design as a process of joint inquiry and imagination. Design
issues 29, 2 (2013), 16–28.

[83] Carolin Stellmacher, Feri Irsanto Pujianto, Tanja Kojic, Jan-Niklas Voigt-Antons,
and Johannes Schöning. 2024. Experiencing Dynamic Weight Changes in Virtual
Reality Through Pseudo-Haptics and Vibrotactile Feedback. In Proceedings of the
CHI Conference on Human Factors in Computing Systems (Honolulu, HI, USA)
(CHI ’24). Association for Computing Machinery, New York, NY, USA, Article
421, 13 pages. doi:10.1145/3613904.3642552

[84] Paul Strohmeier, Seref Güngör, Luis Herres, Dennis Gudea, Bruno Fruchard,
and Jürgen Steimle. 2020. BARefoot: Generating Virtual Materials Using Motion
Coupled Vibration in Shoes. In Proceedings of the 33rd Annual ACM Symposium on
User Interface Software and Technology (Virtual Event, USA) (UIST ’20). Association
for Computing Machinery, New York, NY, USA, 579–593. doi:10.1145/3379337.
3415828

[85] C. Swindells, E. Maksakov, K.E. MacLean, and V. Chung. 2006. The Role of
Prototyping Tools for Haptic Behavior Design. In 2006 14th Symposium on Haptic
Interfaces for Virtual Environment and Teleoperator Systems. 161–168. doi:10.1109/
HAPTIC.2006.1627084

[86] Mihail Terenti and Radu-Daniel Vatavu. 2022. VIREO: Web-based Graphical
Authoring of Vibrotactile Feedback for Interactions with Mobile and Wearable
Devices. International Journal of Human–Computer Interaction 39, 20 (Aug. 2022),
4162–4180. doi:10.1080/10447318.2022.2109584

[87] Anna Vallgårda, Laurens Boer, and Ben Cahill. 2017. The hedonic haptic player.
International Journal of Design 11, 3 (2017), 17–33.

[88] Anke van Oosterhout, Miguel Bruns, and Eve Hoggan. 2020. Facilitating Flex-
ible Force Feedback Design with Feelix. In Proceedings of the 2020 Interna-
tional Conference on Multimodal Interaction (Virtual Event, Netherlands) (ICMI
’20). Association for Computing Machinery, New York, NY, USA, 184–193.
doi:10.1145/3382507.3418819

[89] Ana Villanueva, Zhengzhe Zhu, Ziyi Liu, Feiyang Wang, Subramanian Chi-
dambaram, and Karthik Ramani. 2022. ColabAR: A Toolkit for Remote Collabo-
ration in Tangible Augmented Reality Laboratories. Proc. ACM Hum.-Comput.
Interact. 6, CSCW1, Article 81 (apr 2022), 22 pages. doi:10.1145/3512928

[90] Vuetify. 2024. Vuetify – A Vue Component Framework. https://vuetifyjs.com/en
[Online; accessed 19. Nov. 2024].

[91] Vybronics. 2023. VLV101040A LRA. https://www.vybronics.com/linear-lra-
vibration-motors/v-lv101040a [Online; accessed 19. Nov. 2024].

[92] Cheng Yao Wang, Sandhya Sriram, and Andrea Stevenson Won. 2021. Shared Re-
alities: Avatar Identification and Privacy Concerns in Reconstructed Experiences.
Proc. ACM Hum.-Comput. Interact. 5, CSCW2, Article 337 (Oct. 2021), 25 pages.
doi:10.1145/3476078

[93] Peng Wang, Xiaoliang Bai, Mark Billinghurst, Shusheng Zhang, Dechuan Han,
Mengmeng Sun, Zhuo Wang, Hao Lv, and Shu Han. 2020. Haptic Feedback
Helps Me? A VR-SAR Remote Collaborative System with Tangible Interaction.
International Journal of Human–Computer Interaction 36, 13 (2020), 1242–1257.
doi:10.1080/10447318.2020.1732140

[94] Dennis Wittchen, Bruno Fruchard, and Donald Degraen. 2024. CollabJam. https:
//doi.org/10.17605/OSF.IO/BQW4T [Online; accessed 19. Jan. 2025].

[95] Dennis Wittchen, Katta Spiel, Bruno Fruchard, Donald Degraen, Oliver Schneider,
Georg Freitag, and Paul Strohmeier. 2022. TactJam: An End-to-End Prototyping
Suite for Collaborative Design of On-Body Vibrotactile Feedback. In Sixteenth
International Conference on Tangible, Embedded, and Embodied Interaction (Dae-
jeon, Republic of Korea) (TEI ’22). Association for Computing Machinery, New
York, NY, USA, Article 1, 13 pages. doi:10.1145/3490149.3501307

[96] Anran Xu, Shitao Fang, Huan Yang, Simo Hosio, and Koji Yatani. 2024. Examining
Human Perception of Generative Content Replacement in Image Privacy Protec-
tion. In Proceedings of the 2024 CHI Conference on Human Factors in Computing
Systems (Honolulu, HI, USA) (CHI ’24). Association for Computing Machinery,
New York, NY, USA, Article 777, 16 pages. doi:10.1145/3613904.3642103

https://doi.org/10.1145/3491102.3501953
https://doi.org/10.1145/2470654.2466220
https://owogame.com/ultimate-gaming-sensation-haptic-gaming-vest
https://owogame.com/ultimate-gaming-sensation-haptic-gaming-vest
https://doi.org/10.1109/HAPTIC.2010.5444647
https://pixijs.com
https://doi.org/10.1016/j.ijhcs.2022.102881
https://doi.org/10.1080/03091902.2020.1772391
https://www.renesas.com/en/products/interface/haptic-drivers/da7282-ultra-low-power-wide-bandwidth-haptic-driver
https://www.renesas.com/en/products/interface/haptic-drivers/da7282-ultra-low-power-wide-bandwidth-haptic-driver
https://doi.org/10.1109/TOH.2011.38
https://doi.org/10.1109/HAVE.2008.4685310
https://doi.org/10.1145/3544548.3580716
https://doi.org/10.1145/3544548.3581356
https://doi.org/10.1080/15710880701875068
https://doi.org/10.1016/j.ijhcs.2017.04.004
https://doi.org/10.1016/j.ijhcs.2017.04.004
https://doi.org/10.14288/1.0340617
https://doi.org/10.14288/1.0340617
https://doi.org/10.1109/HAPTICS.2014.6775476
https://doi.org/10.1109/HAPTICS.2016.7463155
https://doi.org/10.1109/TOH.2020.2968903
https://doi.org/10.1145/3290605.3300788
https://doi.org/10.1016/j.ijhcs.2017.04.003
https://doi.org/10.1016/j.ijhcs.2017.04.003
https://doi.org/10.1109/WHC.2015.7177722
https://www.senseglove.com
https://www.senseglove.com
https://socket.io
https://doi.org/10.1037/0096-3445.130.4.799
https://doi.org/10.1145/3613904.3642552
https://doi.org/10.1145/3379337.3415828
https://doi.org/10.1145/3379337.3415828
https://doi.org/10.1109/HAPTIC.2006.1627084
https://doi.org/10.1109/HAPTIC.2006.1627084
https://doi.org/10.1080/10447318.2022.2109584
https://doi.org/10.1145/3382507.3418819
https://doi.org/10.1145/3512928
https://vuetifyjs.com/en
https://www.vybronics.com/linear-lra-vibration-motors/v-lv101040a
https://www.vybronics.com/linear-lra-vibration-motors/v-lv101040a
https://doi.org/10.1145/3476078
https://doi.org/10.1080/10447318.2020.1732140
https://doi.org/10.17605/OSF.IO/BQW4T
https://doi.org/10.17605/OSF.IO/BQW4T
https://doi.org/10.1145/3490149.3501307
https://doi.org/10.1145/3613904.3642103


CollabJam CHI ’25, April 26–May 01, 2025, Yokohama, Japan

[97] Koji Yatani, Nikola Banovic, and Khai Truong. 2012. SpaceSense: representing
geographical information to visually impaired people using spatial tactile feed-
back. In Proceedings of the SIGCHI Conference on Human Factors in Computing
Systems (Austin, Texas, USA) (CHI ’12). Association for Computing Machinery,
New York, NY, USA, 415–424. doi:10.1145/2207676.2207734

[98] Evan You. 2024. Vue.js – The Progressive JavaScript Framework. https://vuejs.org
[Online; accessed 19. Nov. 2024].

A Input Mappings
Figure 11 shows two examples of input mapping for keyboards and
gamepads to control actuation of the tactile display. For instance,
pressing keys between 1 and 4 on the keyboard triggers one of
the four actuators at the maximum amplitude. The rows below are
associated to lower amplitudes (i.e., 80%, 60%, 40%), or combine
actuation of multiple actuators. Furthermore, we provide mappings
to actuate pairs of actuators or all of them with the press of a single
button. Similarly, for gamepads we mapped buttons to single or
multiple actuators. Additionally, we utilized the gamepad’s pressure
sensitive triggers to enable dynamic intensity control (left trigger)
or cycle through actuators to create spatial animations (right trig-
ger). The left trigger can be also used in combination with the left
shoulder button to select and lock an intensity level. Once the in-
tensity is locked, users can simply use the d-pad buttons to play
the vibrotactile pattern at the selected intensity. The intensity level
can be unlocked again by pressing the left trigger.

B Data Structures and Data Handling
B.1 Representation of Vibrotactile Patterns
The communication between the client and server are based on
JSON-like formattedmessages. For instance, to control the actuation
of the tactile displays, we implemented the setParameter instruc-
tion, which specifies the channels (actuators) to address as well as
their intensity (range: 0.0—1.0). This instruction can also specify
the frequency. However, for the sake of simplicity and because of

actuator 4+1actuator 1

actuator 2+3actuator 3
actuator 3+4actuator 2

actuator 1+2actuator 4
all actuators

100%
80%
60%
40%

actuator 1—4amplitude

lock amplitude all actuators
toggle rec.

actuator 1—4
actuator 1 (1+2)
actuator 2 (2+3)
actuator 3 (3+4)
actuator 4 (4+1)

toggle playback
actuator 1 (1+2)
actuator 2 (2+3)
actuator 3 (3+4)
actuator 4 (4+1)
actuator1-4

Figure 11: Detailed input mappings for keyboards (top) and
gamepads (bottom).

the LRAs we used, which have a narrow frequency spectrum, we
did not provide this feature in the current version of the client
application. Listing 1 shows how these instructions are compiled
into a persistent format stored in the database for playback. While
recording these instructions, the server adds wait instructions to
represent pauses in the vibrotactile pattern.

1 {"instructions":[
2 {"setParameter":{"channels":[0],"intensity":1}},
3 {"wait":{"milliseconds":200}},
4 {"setParameter":{"channels":[0],"intensity":0}},
5 {"wait":{"milliseconds":400}},
6 {"setParameter":{"channels":[0,1,2,3],"intensity

":0.5}},
7 {"wait":{"milliseconds":400}},
8 {"setParameter":{"channels":[0,1,2,3],"intensity

":0}}
9 ]}

Listing 1: Example of the JSON file structure of vibrotactile
experiences stored in the CollabJam database. It’s a one-
second pattern consisting of two buzzes, i.e. 200ms buzz on
one actuator at maximum intensity and 400ms buzz on all
actuators at 50% intensity, and a 400ms pause inbetween.

B.2 BLE Characteristics
We implemented a custom BLE service that the tactile display pro-
vides. This service includes six characteristics, of which four pro-
vide details about the tactile display (read only) and two are used
to transfer application data, i.e. modifications of the amplitude or
frequency on a per-channel basis (Table 3). As the current version
of CollabJam’s client application does not implement an interac-
tion scheme to dynamically modify the actuators’ frequency while
designing vibrotactile experiences, we only utilized the amplitude
command buffer (C5) for this study.

actuator
+ IMU

tactile
display

actuator
+ IMU

power
supply

additional
button

measurement
µ-controller

tactile
display

Figure 12: Hardware setup used to take latency measure-
ments.
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Table 3: BLE characteristics.

ID Characteristic Description Data Type Access

C1 Number of actuators GATT clients can read the number of
output channels of the tactile display. uint32 Read

C2 Amplitude modification enabled GATT clients can read, if the amplitude
can be changed (1) or not (0). Each bit
represents one channel (max. 32 channels,
LSB = channel 1).

uint32 Read

C3 Frequency modification enabled GATT clients can read, if the amplitude
can be changed (1) or not (0). Each bit
represents one channel (max. 32 channels,
LSB = channel 1).

uint32 Read

C4 Available frequency range GATT clients can read the min., max., and
resonance frequency of the actuators (in Hz)
which are connected to the tactile display,
e.g. {10,300,150}. Note, all actuators have
the same specifications.

struct Read

C5 Amplitude command buffer GATT clients can set the amplitude for all
channels on a per-channel basis (8-bit values).
For instance, {254,0,0,255} sets channel 1
to its maximum amplitude, channel 2 and 3
are turned off, and channel 4 remains at its
current amplitude (indicated by 255).

struct Write

C6 Frequency command buffer GATT clients can set the frequency for all
channels on a per-channel basis (16-bit values).
For instance, {300,10,10,0} sets channel 1
to its maximum frequency, channel 2 and 3
to its minimum frequency (see C4), and
channel 4 remains at its current frequency
(indicated by 0).

struct Write

C Technical Evaluation Setup
The hardware setup illustrated in Figure 12 was used for measuring
latency (see section 5). It consists of a gamepad, two tactile displays
of which a single actuator was under test, and a measurement mi-
crocontroller (an Arduino Uno), which processes input (i.e., button

press) and output signals (i.e., actuation). Each of the two actuators
under test was paired with an accelerometer (MPU-6050) to detect
the actuation. A separate additional button mounted on a gamepad
was used to provide input signals. The gamepad as well as the two
tactile displays were connected to the client software via Bluetooth
Low Energy.
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